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SYSTEMS AND METHODS OF CREATING history , banking information , and the like , during interac 
AND OPERATING A CLOUDLESS tions with websites , all of which may be stored in devices 

INFRASTRUCTURE OF COMPUTING within the centralized network . For these and many other 
DEVICES reasons , centralized networks of a single controlling device 

or authority , while ubiquitous , have various drawbacks when 
CROSS - REFERENCE TO RELATED providing network services . 

APPLICATION It is with these observations in mind , among other , that 
aspects of the present disclosure were conceived . 

This application is related to and claims priority under 35 
U.S.C. $ 119 from U.S. Provisional Application No. 63/132 , SUMMARY 
285 entitled “ Systems and Methods of Creating and Oper 
ating A Cloudless Infrastructure of Computing Devices , " One aspect of the present disclosure relates to a method 
filed on Dec. 30 , 2020 , the entire contents of which are fully for securing a network communication . The method may 
incorporated by reference herein for all purposes . include the operations of identifying , based on a request for 

15 an encryption key received from a first computing device of 
TECHNICAL FIELD an interconnected network of computing devices , multiple 

nodes of the interconnected network of computing devices 
Embodiments of the present invention generally relate to from which random entropic digital data is obtained , the 

systems and methods for generating and operating an infra- multiple nodes located in geographically diverse environ 
structure of computing devices , and more specifically for 20 ments , obtaining , from the multiple nodes of the intercon 
creating , implementing , and operating a cloudless infra- nected network of computing devices , multiple types of the 
structure to provide services to requesting devices from the random entropic digital data , the random entropic digital 
infrastructure of computing devices or nodes . data acquired by a plurality of sensors each associated with 

at least one of the multiple nodes of the interconnected 
BACKGROUND 25 network , and translating , by a security service of the inter 

connected network of computing devices , the entropic digi 
Computing devices connected to or otherwise in commu- tal data into a sequence of prime number values . The method 

nication with a network may receive services from and over may further include the operations of converting , utilizing a 
the network . The services are many and include communi- repeatable hashing technique executed by the security ser 
cation with and between devices , network computing , cloud 30 vice , the sequence of prime number values into an encryp 
services ( such as storage services , networking services , and tion key value , storing at least a portion of the encryption 
compute services ) , connection to the public Internet , and the key value at the first computing device of the interconnected 
like . To provide such services , cloud providers will often network of computing devices , and encrypting , by a second 
utilize the collective resources of an interconnected group of computing device of the interconnected network of devices 
computing devices . Alternatively or additionally , an Internet 35 and using the encryption key value , a communication asso 
Service Provider ( ISP ) network may provide access to the ciated with the second computing device , the first computing 
Internet to a customer device connected to the ISP . The ISP device decrypting the encrypted communication utilizing 
may therefore manage devices and information to provide the portion of the encryption key value . 
the Internet access service , which typically involves a data- Another aspect of the present disclosure relates to a 
base of account information , a domain name system for 40 system for securely operating an interconnected network of 
resolving IP address requests , routers and switches for computing devices . The system may include a plurality of 
routing communications from the customer devices , and the node devices interconnected in a cloudless infrastructure , 
like . To reach various services , some network communica- each of the plurality of node devices located in geographi 
tions will traverse network paths of other providers . In cally diverse environments from the other of the plurality of 
smaller networks , such as local enterprise networks for a 45 node devices and each comprising one or more sensors to 
business or home , all communications into and out of the obtain entropic digital data associated with a corresponding 
network may pass through a single computing device , such node device of the plurality of node devices , a processor , and 
as a server , which may also operate as the sole device for a memory comprising instructions that , when executed , 
network applications and data storage . cause the processor to perform operations . Such operations 

Centralized networks offer ease of use and efficiency in 50 may include identifying , based on a request for an encryp 
maintaining and operating the network . Network devices tion key received from a first computing device associated 
may be updated regularly through or from a centralized with the cloudless infrastructure , a type of the entropic 
authority , security may be maintained by limiting the acces- digital data , obtaining , from the one or more sensors , the 
sibility of the network devices to a small number of admin- type of entropic digital data , and transmitting the type of 
istrators , and collection and processing of operational data 55 entropic digital data to the first computing device . The first 
may be simplified through monitoring of a few devices . computing device may receive , from each of the plurality of 
However , centralized networks have some downsides . For node devices of the cloudless infrastructure , random 
example , centralized networks in which computing devices entropic digital data , a portion of which corresponds to the 
connect to a central device or device may be vulnerable to type of entropic digital data , convert , utilizing a repeatable 
a failure at the central device leading to interruption of 60 hashing technique executed by the first computing device , 
services for the connected devices . Further , it is sometimes the random entropic digital data into an encryption key 
difficult to scale network resources of a small , centralized value , and encrypt a communication using the encryption 
network to meet customer demand , as scaling generally key value . 
requires the addition and provisioning of new equipment Yet another aspect of the present disclosure relates to a 
within the network . Also , use of a centralized network to 65 method for securing a network communication . The method 
access the Internet may require customer devices to provide may include the operations of obtaining , from multiple 
personal information of users , such as passwords , search nodes of an interconnected network of computing devices , 
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random entropic digital data acquired by a plurality of FIG . 11 is a schematic diagram illustrating deployment of 
sensors each associated with at least one of the multiple a mobile node onto the cloudless infrastructure in accor 
nodes of the interconnected network and acquiring a type of dance with one embodiment . 
the random entropic digital data , translating , by a security FIG . 12 is a diagram illustrating an example of a com 
service of the interconnected network of computing devices , 5 puting system which may be used in implementing embodi 
the entropic digital data into a sequence of prime number ments of the present disclosure . 
values , and converting , utilizing a repeatable hashing tech 

DETAILED DESCRIPTION nique executed by the security service , the sequence of 
prime number values into an encryption key value . The 
method further include the operations of storing at least Aspects of the present disclosure involve an apparatus , may 
a portion of the encryption key value at a first computing device , systems , methods , and the like , for instantiating and 

operating an infrastructure of computing devices , also device of the interconnected network of computing devices referred to as nodes of the infrastructure . In one implemen and encrypting , by a second computing device of the inter 
connected network of devices and using the encryption key is of computing devices that communicate peer - to - peer and tation , a cloudless infrastructure may comprise a collection 

15 value , a communication associated with the second comput mostly off - grid ( or otherwise without communicating 
ing device , the first computing device decrypting the through a conventional centralized network ) to share encrypted communication utilizing the portion of the resources , access , and provide services and applications , 
encryption key value . store and access data and other information , and the like . 

20 The systems described herein may provide services to 
BRIEF DESCRIPTION OF THE DRAWINGS connecting computing devices , such as user devices , per 

sonal computing devices , mobile devices , laptops , personal 
The various features and advantages of the technology of computers , Internet of Things ( IoT ) devices etc. , in com 

the present disclosure will be apparent from the following munication with one or more of the nodes of the infrastruc 
description of particular embodiments of those technologies , 25 ture . Through the computing devices and the various tech 
as illustrated in the accompanying drawings . It should be niques discussed herein , the system generates 
noted that the drawings are not necessarily to scale ; however infrastructure to exchange or manage communications , 
the emphasis instead is being placed on illustrating the transactions , and / or data in a cloudless and / or decentralized 
principles of the technological concepts . The drawings or otherwise to freely exchange information 
depict only typical embodiments of the present disclosure 30 between the nodes to allow the infrastructure to scale in 
and , therefore , are not to be considered limiting in scope . response to client demands , adapt the infrastructure to a 
FIG . 1 is a schematic diagram illustrating an exemplary failed node with minimal impact on connected computing 

infrastructure of computing devices in accordance with one devices , and provide robust security to customer informa 
tion , communications , and devices . embodiment . In general , the cloudless infrastructure presented herein FIG . 2 is a schematic diagram illustrating a node device approaches a “ one node to one user ” ratio , cloudless infra for connecting to a cloudless infrastructure of computing structure to provide network communications and network devices in accordance with one embodiment . transactions in a secure , resilient , and scalable manner . As FIG . 3 is a flowchart illustrating one method for register such , the cloudless infrastructure may also be referred to ing and provisioning a node device with a cloudless infra- 40 herein as a “ cloudless network ” of computing devices with 

structure in accordance with one embodiment . out deviating from the scope of the cloudless infrastructure 
FIG . 4 is a flowchart illustrating one method for gener- nature of the collection of devices . Communications 

ating a device identifier for a computing device communi- between the devices , or " nodes ” , of the cloudless infrastruc 
cating with a cloudless infrastructure in accordance with one ture mainly occur over a peer - to - peer connection , forming a 
embodiment . 45 mesh network of such nodes . In some instances , when an 
FIG . 5 is a schematic diagram of interconnects between appropriate peer - to - peer connection is not available , com 

nodes of a cloudless infrastructure using a layered connec- munications may traverse a conventional network , although 
tion scheme in accordance with one embodiment . up to 80 % of communications between the computing 
FIG . 6 is a flowchart of a method for assigning a network devices of the infrastructure may occur “ off - grid . ” In one 

layer identifier to a connected node of a cloudless infra- 50 implementation , the infrastructure may be organized in 
structure in accordance with one embodiment . interconnected clusters using a fractal approach . Neighbor 
FIG . 7 is a schematic diagram illustrating an exemplary ing devices of the infrastructure may be connected in a 

operating environment for providing secure interactions peer - to - peer fashion , creating a mesh network for processing 
with a cloudless infrastructure in accordance with one and storing information ( which may be present in a single 
embodiment . 55 node or in a plurality of nodes ) , providing a platform for one 
FIG . 8 is a flowchart illustrating one method for gener- or more applications ( including third - party applications ) 

ating encryption keys for a computing device associated access to data stored on the nodes , and facilitating interac 
with a cloudless infrastructure in accordance with one tions among entities , computing devices , applications , etc. 
embodiment . Further adding to the scalability of the infrastructure is the 
FIGS . 9A and 9B illustrate distribution of resources 60 ability of nodes to process decisions based on context , the 

among nodes of a cloudless infrastructure based on a density deployment of services in target clusters or in the entire 
value of node resources in accordance with one embodi- infrastructure , and / or the ability of clusters to share 
ment . resources and services . The infrastructure provides , among 
FIG . 10 is a flowchart illustrating one method for distri- several other advantages , a distributed computing environ 

bution of resources among nodes of a cloudless infrastruc- 65 ment , decentralized virtual networks , decentralized virtual 
ture based on a density value of node resources in accor- machines , edge computing platforms , decentralized Domain 
dance with one embodiment . Name Services ( DNS ) , and / or a mesh network infrastructure 
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in a cloudless and decentralized collection of computing players , etc. , to provide access to the collection of nodes of 
devices . Services deployed on and executed by the cloudless the network for the computing devices . As used herein , such 
infrastructure allow connecting devices to share and con- connecting computing devices may be referred to as “ per 
sume compute resources , network resources , storage sonal computing devices " , although any type of computing 
resources , IoT metrics , security services , and the like . 5 device , networking device , and storage device , including 

In one implementation , the nodes of the infrastructure public or private computing devices , may be considered 
may be fractally interconnected to reduce the number of personal computing devices for connecting to the infrastruc 
interconnects between the nodes of the network while pro- ture to receive or otherwise consume services from the 
viding connections of the nodes so as to not isolate any network of devices and for accessing the nodes of the 
nodes and grow the infrastructure , and to provide for mas- 10 infrastructure . The node devices of the infrastructure may 
sive scalability of the cloudless network . This fractal execute one or more software programs to provide services 
approach provides the infrastructure with a natural and to the personal computing devices , such as compute ser 
repetitive growth mechanism without the need for a cen- vices , networking services , storage services , multimedia 
tralized network planning entity determining how and where services , and the like , and may otherwise operate as “ nodes ” 
to scale the network resources , decentralizing the infrastruc- 15 of the infrastructure . In general , a node device of the 
ture from a conventional centrally - managed controlling infrastructure may include any computing device connected 
entity and associated systems . Management of the resources to or otherwise in communication with another computing 
and services available from the infrastructure also benefit device of the cloudless infrastructure . As such , the term 
from the fractal structure as each node of the network is not “ node ” used herein may refer to gateway devices , personal 
burdened with maintaining and processing communications 20 computing devices or other connected devices , or any other 
with each other node of the network . Rather , nodes of the type of computing device not listed herein but connected to 
infrastructure may be limited to a particular subset of the or integrated within the infrastructure . A personal computing 
nodes of the infrastructure to which services and resources device may thus be a node and vice versa . Further , the 
may be shared . In one implementation , nodes of the infra- infrastructure of the nodes may be referred to herein as the 
structure may be assigned a network layer identifier asso- 25 decentralized network , the cloudless network , the cloudless , 
ciated with a layer of the infrastructure . One or more of the decentralized network , or the network , and such terminology 
nodes may then be limited in the logical connections it may be considered interchangeable . The nodes of the infra 
makes with other nodes of the infrastructure based on that structure may communicate to share resources to provide 
network layer identifier . In one implementation , a node may such services , such as sharing storage capacity between 
logically connect to one layer above or one layer below the 30 multiple nodes associated with a provided service . One or 
assigned or associated layer for the node . This fractal more applications may be executed on the nodes of the 
structure may reduce the number of interconnects each node infrastructure , including the connected computing devices , 
may need to maintain with other nodes of the network . that utilize aspects of the available services . In this manner , 
Further , the structure enforces sharing of services and / or a cloudless infrastructure may be established to provide 
resources of the infrastructure throughout the layers of the 35 services to connecting devices . 
infrastructure such that groups of nodes do not become A node device may register with one or more other nodes 
isolated in sharing resources from the rest of the infrastruc- of the cloudless infrastructure to create the cloudless net 
ture . As the infrastructure grows through the addition of new work described . For example , a particular node device may 
nodes into the infrastructure , this fractal pattern may be transmit unique identifying information to another node of 
maintained by adding layers to the infrastructure when 40 the cloudless network as part of a registration process . The 
previous layers become full or otherwise . This structure node device may initiate the registration process , automati 
therefore provides for scalability of the infrastructure , while cally , when first powering up , through a user interface or 
limiting the burden on each node of the infrastructure to otherwise . In some instances , the unique identifying infor 
communicate with each other node . mation , also known as device fingerprint information , may 

In one implementation of the infrastructure , the node 45 include unique identifying indicia of the registering node 
devices of the infrastructure may collectively operate a device based on its hardware and / or software . A registration 
network of interconnected and communicating devices . Fur- service deployed on the cloudless network may receive the 
ther , as the communications between the devices of the device fingerprint information and generate a unique node 
infrastructure may occur in a direct , peer - to - peer manner , the device identifier from the device fingerprint information . In 
infrastructure may be referred to as a cloudless network of 50 some instances , the network may store or otherwise have 
devices . As such , the infrastructure may be referred to herein access to a stored list of validated node identifiers to which 
as a “ cloudless network ” . However , it should be appreciated the generated identifier may be compared and , upon valida 
that the infrastructure of devices may , in some instances , tion , the node device may be registered as a node of the 
include supplemental cloud - based communications and / or network . An access level may be associated with the node 
services , particularly when the cloudless network is not fully 55 identifier and , upon registration , one or more nodes of the 
deployed , and may provide additional services other than cloudless network may provision the verified node device 
network services , despite being referred to herein as a with the authorized content , programs , or services as indi 
cloudless network . Other advantages of the infrastructure of cated by the access level associated with the node identifier . 
devices are discussed with detail below . In this manner , node devices may register with and become 

In one implementation , the infrastructure may comprise 60 nodes of the cloudless network to scale the network 
computing devices constructed and / or configured to com- resources and accommodate additional network users . 
municate with other node devices of the infrastructure , the Some registered node devices may provide an interface to 
collection of which may form a cloudless network . The node the cloudless network for various computing devices such 
devices may also be configured as gateway devices to that applications executed on the computing devices may 
communicate with one or more connecting computing 65 receive network services and / or utilize resources available 
devices , such as enterprise computers , network devices , from the cloudless network . Thus , some nodes of the cloud 
storage devices , mobile phones , laptops , tablets , media less network may have gateway capabilities to provide 
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connection to the network for other computing devices . tions from a variety of locations / devices , the generation of 
Other nodes of the network , referred to herein as “ core encryption keys is far more secure when compared to 
nodes ” may not provide the gateway services or features . conventional encryption systems . Further , the encryption 
However , core nodes may operate in a similar manner as keys for the network may be re - generated at an accelerated 
other nodes by hosting services , executing applications , 5 rate over traditional encryption key rotation cycles as the 
sharing resources with other nodes , and the like . Computing data from which the keys are generated is randomized and 
devices may , upon connecting to a node device , be associ- entropic , increasing the secure nature of the encryption 
ated with a computing device identifier in a similar manner service provided by the network . Further still , as additional 
as above . For example , an application executed on the nodes are registered or added to the network , additional 
computing device may obtain and transmit device finger- 10 sources of entropic data may be included in the entropic data 
print information to one or more nodes of the network . In collection to provide exponential entropic data to the 
one implementation , the fingerprint information may include encryption key generation system . Conventional entropic 
hardware - based information and / or software - based informa- data generation systems typically use one source of data 
tion of the computing device . A service executed on the such that the network discussed herein provides an expo 
nodes of the cloudless network may generate a unique 15 nentially stronger entropic nature of the collected data for 
computing device identifier from the device fingerprint generation of the encryption keys for the network . 
information and register the computing device with the Infrastructure of the Cloudless Network 
network based on the unique computing device identifier . FIG . 1 illustrates an exemplary operating environment 
Further , the new device may interact with the nodes , ser- 100 in accordance with one embodiment . In general , the 
vices , and applications of the network using its unique 20 environment 100 provides for a cloudless , decentralized 
computing device identifier without the need to store or collection of computing devices in communication with 
transmit information of the user , if the computing device is each other in a peer - to - peer manner , often without connec 
a personal computing device for example , or other informa- tion to a communications network such as the Internet . A 
tion . For example , applications and / or services may be cloudless network of such devices provides for sharing of 
configured to use the unique computing device identifier of 25 resources , both hardware and software , to operate or other 
the personal computing device as a signature or other wise facilitate the network among some or all of the com 
identifier in place of a user identifier . Because the device ponents of the network that are each capable of running or 
identifier is generated from device - specific information of operating independently of each other . A typical centralized 
the personal computing device , it is implicitly tied to a user network may be controlled , operated , or managed by a 
but personal information of users of the network may not be 30 centralized entity such that a majority of the functions and 
obtained and stored such that personal information of the services needed to facilitate the network are operated by that 
user is not shared or put at risk while interacting with the entity . A decentralized network , on the other hand , may 
network . In this manner , the identifier used within the spread the services and other software for operating the 
cloudless network may be more secure than other types of network among the devices of the network outside of a 
user identifiers that typically include some personal infor- 35 single or limited centralized group of controlling entities . 
mation of the user that provides for protection of user Such centrally managed and controlled networks typically 
personal information in an off - grid network like the one require a connecting device to connect to a centralized 
described herein . database to register with the network to receive services . In 

The cloudless network may also provide additional contrast , a device connecting to the cloudless network 
unique security features . For example , one or more nodes of 40 described herein may communicate with one or more other 
the network and / or one or more personal computing devices devices of the network to register the device and receive the 
in communication with the network may generate an encryp- network services , while also becoming a new node to the 
tion key pair for use in encrypting data or information network . 
associated with the network . In one instance , the encryption A portion of a cloudless network 100 is illustrated in FIG . 
key pair may be generated based on entropic or random 45 1. In particular , several computing devices are shown as 
information or data obtained from nodes of the network . For interconnected in various manners . Although only a few 
example , one or more nodes of the cloudless network may such computing devices are illustrated as part of the cloud 
include sensors configured to obtain a measurement of an less network 100 , it should be appreciated that any number 
aspect of the environment around the node . Such measure- of such devices may be included in the network environment 
ments may include , but are not limited to , a temperature , 50 100. Additional devices may also form the cloudless net 
humidity , atmospheric pressure , light , and / or sound mea- work environment 100 of FIG . 1. For example , the network 
surements from the environment around the node device . In of devices 102 may include and / or connect with one or more 
another example , one or more bio - measurements associated node devices 110-124 . In general , a node device 110-124 
with a user of a personal device , such as but not limited to , may be any type of computing device that communicates 
a pulse , an estimated calories burned , a number of steps 55 ( often in a peer - to - peer relationship ) with other computing 
taken in a time period , etc. , may be obtained and transmitted devices of the network 100 to share resources , access , and 
to the node . In general , any type of data or measurements provide services and applications , store and access data and 
may be obtained or generated by the nodes of network and other information and / or otherwise to provide services to 
combined to generate a truly random or entropic set of data . connecting computing devices . Some node devices 110-124 
The node or nodes of the network may utilize the obtained 60 are computing devices that may provide a gateway or 
entropic digital data to generate one or more encryption keys interface into the cloudless network environment for per 
for use in encrypting information and / or data associated with sonal devices , such as mobile computing devices 126 , 128 , 
the network , including personal transactions conducted on that are in communication with the node device As 
the cloudless network . Because the inputs to generate the explained in more detail below , each node device 110-124 
encryption keys are randomized as obtained from a random 65 with a gateway functionality may include software , pro 
collection of environmental data , physical measurements , grams , applications , services , etc. that are executed by the 
bio - information , and other types of randomized data collec- respective node device to facilitate interactions with other 
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computing devices of the cloudless network . In this manner , from the cloudless network of devices to be available from 
the collection of node devices , among other computing node A 110. Once the service is located at node A 110 , other 
devices , provide the communication , processing and / or stor- devices of the local network , such as computer 104 , may 
age infrastructure for the cloudless network 100 . also consume the service as available from node A. 

The nodes of the network environment 100 may commu- In a similar manner as above , node device B 112 may also 
nicate via any type of physical , wireless , or virtual connec- be connected to or in communication with node E 118 and / or 
tions between corresponding devices , often in a peer - to - peer node C 114. Moreover , through a connection with another configuration . In the example of FIG . 1 , wired or wireless device , such as the connection of node B 112 to node E 118 connections between devices are illustrated as a solid line or the connection of Node B to node C 114 , node B may gain and virtual connections are illustrated with dashed line , 10 access to the broader network for communication among the although any type of communication medium may be used 
by the nodes to communicate with each other . Other wire devices , among other things . In other instances , node B 112 
less - type connections , such as WiFi connections , are also and node E 118 may be within a wireless communication 
illustrated in the environment 100 , such as between mobile range such that communications between the devices may be 
device 126 and node D 116. In one example but non - limiting 15 shared directly over the wireless medium . Node C 114 may 
configuration , node device A 110 may be located within a also communicate with node B 112 over the same or a 
local network 104 at a residence or place of business and different communications mechanism . Further , each of node 
may be connected to cloudless network via node B 112. In E 118 and node C 114 may connect to still other devices or 
this example , the connection between the node device A 110 nodes of the network , including at the network of core 
and node device B 112 may include a physical or wireless 20 devices 102 , which may further facilitate communication 
connection , which may also be a portion of a distinct with other devices . In this manner , components , or “ nodes ” , 
telecommunications network . Thus , node B 112 may con- of the cloudless network 100 may be interconnected to 
nect to the same telecommunications network to which node erform one or more of the ocedures described herein , 
A 110 is also connected such that communications may be exchange applications and / or services , or otherwise operate 
shared between the devices across the telecommunications 25 as a network of communication devices . 
network . However , the majority of the communications In addition to actual connections , either through a wired 
between the nodes 110-124 of the cloudless network occur medium or a wireless medium , the devices of the cloudless 
by way of the direct communication paths between the network 100 may establish one or more virtual connections nodes , with little to no communications transmitted via a between the network nodes , components , or devices . For telecommunications network or the Internet . In general , 30 example , node C 114 of network environment 100 may not node A 110 may communicate with node B 112 via any type be connected to the same communications network as node of connection ( wired or wireless , direct peer - to - peer , via a 
network , etc. ) that provides for the exchange of communi D 116 such that a direct exchange of communications 
cation packets between devices . The process of registering between the devices may not occur . However , through the 
node A 110 ( or other nodes ) to become a device of the 35 network of devices 100 or other components of the cloudless 
cloudless network is discussed in more detail below with network 100 , a virtual connection between node C 114 and 
reference to FIG . 3 . node D 116 may be established to exchange communica 

Customer home or business LAN 104 may include a tions , data , programs , etc. In a similar manner , device 106 
gateway device 110 to communicate with other devices of may not be within a wireless range of mobile device 126 to 
the cloudless network and / or personal communication 40 establish direct communication . However , via the compo 
devices such as , but not limited to , a personal computer 108 nents of the cloudless network 100 , the devices 106 , 126 
or mobile computing device 106 in communication with the may form a virtual connection such that communications 
gateway 110 , either through a wired connection or a wireless and / or data may be shared between the devices 106 , 126 . 
connection , such as WiFi , Bluetooth , cellular communica- This exchange of communications may occur without the 
tions , and the like . Here , the node includes gateway func- 45 devices 106 , 126 connecting to a common or centralized 
tionality and hence it is considered a gateway , among other device such that the virtual connections may traverse at least 
things . The personal computing devices 106 , 108 and the a portion of the cloudless network but not necessarily 
gateway device 110 enable a device at the local network 104 connecting to a centralized network of devices . In a similar 
to communicate to the cloudless network of devices , e.g. , the manner , other nodes of the cloudless network 100 may 
various nodes B , C , D etc. and the core nodes 102 to receive 50 establish direct connections or virtual connections . The 
services from the other nodes of the network 100 , such as interconnection of the nodes of the cloudless network 100 is 
access to the Internet 130 , to exchange communications , to discussed in more detail below and may be such as to reduce 
stream multimedia content , to access application and stor- the complexity and interconnectedness of the nodes of the 
age , and the like . Device 106 may be wireless telephone , network . 
smart phone , tablet , or portable laptop computer , among 55 As shown , the network environment 100 may include at 
other things . Further , in instances where the device 106 is a least one node device 110-124 through which personal 
portable or mobile device , it may reconnect to the cloudless devices 106 , 108 may connect to a cloudless network . In 
network via another node with a gateway capability when general , the node device 110 may be any networking or 
brought within broadcast range or otherwise connected to computing device or multiple networking or computing 
the other node device . For example , device 106 may be 60 devices configured to execute a registration process with 
brought within broadcast range of node H 124 at a location another node of the cloudless network , as explained in more 
separate from the local network 104. Through an exchange detail below . One particular example of the node device is 
of information between the device 106 and the node H 124 illustrated in FIG . 2. FIG . 2 is a schematic diagram illus 
( as explained in more detail below ) , the device may connect trating an example node device 200 through which a per 
to the cloudless network via node H and receive the services 65 sonal device or other computing device may connect to a 
available from the network as before . In some instances , one cloudless network in accordance with one embodiment . For 
device 106 of the local network 104 may request a service example , the node device 200 of FIG . 2 may be the node 
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device 110 of the local network 104 discussed above , or any to encryption keys , registration information , device finger 
other of the node devices discussed in relation to the network print information , and the like . As explained in more detail 
environment 100 of FIG . 1 . below , the encryption manager 214 may communicate with 

In some instances , the node 200 may execute a cloudless other nodes of the cloudless network to register the node 
network management application 210 to manage the regis- 5 device 200 with the network . In some implementations , the 
tration of the mode device with the network to become a encryption manager 214 may transmit node device identi 
node of the network and / or perform network operational fication information such as hardware and / or software 
procedures to facilitate the cloudless network . To operate as fingerprints associated with the node device 200 ) and / or 
a node of the cloudless network , the node device 200 may entropic data or information or measurements utilized by the 
execute the network management application 210 to perform 10 network for generating encryption keys or other information 
one or more of the operational procedures described herein . for the node device , receive encryption keys associated with 
In particular , the network management application 210 may the node device 200 from one or more nodes of the cloudless 
be stored in a computer readable media 202 ( e.g. , computer network , store and manage encryption keys for the node 
memory ) and executed on a processing system 204 of the device 200 , and / or communicate with one or more personal 
node 200 or other type of computing system , such as that 15 devices to ensure secure communication and sharing of 
described below . The computer readable medium 202 information or data between the personal devices and the 
includes volatile media , nonvolatile media , removable cloudless network . Several of such operations executed by 
media , non - removable media , and / or another form of tan- the encryption manager 214 are included in the methods 
gible available storage medium . By way of example and not described herein . 
limitation , non - transitory computer readable medium 202 20 The cloudless network management application 210 may 
comprises computer storage media , such as non - transient also include an applications and services manager 216 to 
storage memory , volatile media , nonvolatile media , remov- manage applications and servers supported by the node 
able media , and / or non - removable media implemented in a device 200. In general , services are programs utilized by the 
method or technology for storage of information , such as network management application 210 to operate the node 
computer readable instructions , data structures , program 25 device 200 as a node of the cloudless network in conjunction 
modules , or other data . with other nodes of the network . For example , a network 

The network management application 210 may also uti- service may provide shared computing , networking , storage , 
lize a data source 208 of the computer readable media 202 and other computing resources among one or more of the 
for storage of data and information associated with the node nodes of the network . The management of such shared 
device 200. For example , the network management appli- 30 resources may be controlled or otherwise managed by the 
cation 210 may store information associated with registering applications and services manager 216 of the network man 
and operating the node device 200 as a node of the cloudless agement application 210 via communication between the 
network ( e.g. , network 100 ) , including generated and / or node device 200 and other nodes of the network to coordi 
received encryption keys , identifiable fingerprint informa- nate the sharing of the network resources . Applications may 
tion of the node device 200 , applications and / or services 35 utilize such shared resources to provide solutions for devices 
available from the node , data and information of the cloud- of the network , including personal devices in communica 
less network infrastructure , and the like . In general , any data tion with the node device 200. For example and with 
or information utilized by the network management appli- reference to FIG . 1 , personal device 106 may execute an 
cation 210 may be stored and / or retrieved via the data source application that utilizes services provided by cloudless net 
208 such that the node device 200 may operate as a node of 40 work 100 via node A 110. An applications and services 
the network 100 , providing access , programs , services , etc. manager 216 may determine the network resources needed 
to connecting devices . to execute the application , including networking , storage , 

The network management application 210 may include computing power , etc. being requested of the network by the 
several components to perform one or more of the opera- application . The applications and services manager 216 of 
tions described herein . For example , the network manage- 45 the node device 110 may , in response , execute one or more 
ment application 210 may include a personal device com- service programs to request shared resources with other 
municator 212 to exchange communications 222 with a nodes , communicate with other nodes , determine availabil 
personal device , such as a smart phone , cell phone , laptop ity of resources of the other nodes , and the like . In this 
computer , tablet device , etc. For example and returning to manner , the applications and services of the cloudless net 
FIG . 1 , node A 110 may , using the personal device commu- 50 work may work in tandem to request and manage resources 
nicator 212 , communicate with device 106 and exchange available from the nodes of the network and consume those 
information , communication packets , data , etc. 222 between shared resources . Many of the operations of the services and 
the devices . In some instances , the personal device commu- applications may thus be managed by the applications and 
nicator 212 may utilize a wireless protocol to communicate services manager 216 of the network management applica 
with the personal device , such as WiFi , Bluetooth , Near 55 tion 210 of the node device 200. Additional operations of the 
Field Communications ( NFC ) , and the like . In one particular services and applications associated with the cloudless net 
instance , the personal device communicator 212 may gen- work are discussed in greater detail below . 
erate a WiFi hotspot for communicating wirelessly with a A node communicator 218 may also be included with the 
personal computing device . The personal device communi- cloudless network management application 210 to commu 
cator 212 may utilize other communication protocols to 60 nicate 224 with other nodes of the network 100. As men 
communicate with personal computing devices , included tioned above , nodes of the network may share resources for 
wired or wireless protocols . applications executed on the nodes or personal devices in 

The network management application 210 may also communication with the network . Communications 224 
include an encryption manager 214 for generating , commu- between the nodes sharing resources may be exchanged to 
nicating , and otherwise managing identification data and 65 coordinate and / or manage the sharing of the resources 
information of the node device 200 for registering and between the nodes . For example , an application executed on 
operating the node of the network , including but not limited personal device 106 of local network 104 may request an 
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amount of storage to operate . In some circumstances , node fication and registration of the device with other devices of 
A 110 may not have enough storage availability to satisfy the the network 100 may occur such that the device 200 may 
request from the application and may request additional securely operate as a node of the cloudless network 100 . 
storage space from node B 112 or any other node of the Device Registration for the Cloudless Network 
network 100. One or more services executed by node A 110 5 Various possible implementations of a cloudless network 
may communicate , utilizing the node communicator 218 , may involve a unique form of device registration that 
with one or more other nodes of the network 100 to request provides , among other things , a mechanism for decentral 
and obtain the storage capacity for or needed by the appli- ized network expansion . FIG . 3 is a flowchart illustrating 
cation . In general , any communications 224 for managing one method 300 for registering and provisioning a node 
the registration , operation , and / or configuration of the nodes 10 device with a cloudless network in accordance with one 
of the cloudless network 100 may be transmitted and / or embodiment . In one instance , the operations of the method 
received via the node communicator 218 . 300 of FIG . 3 may be executed or performed by the 

Communications 224 between the nodes of the network cloudless network management application 210 of the node 
may occur via any known or hereafter communication device 200 of FIG . 2. As mentioned above , a registered node 
medium . For example , the node devices may be communi- 15 device 200 may operate as a node of the network and may 
cate through a peer - to - peer connection over a wireless be tasked with executing some network management pro 
connection , such as over WiFi , Bluetooth , cellular commu- cedures involved with operation of the cloudless network . 
nications , and the like . In this manner , the node devices may Thus , each node of the network may execute one or more 
communicate directly one - to - one connection ) in a cloud- services to register other node devices or personal devices 
less , decentralized infrastructure to provide the services and 20 with the network such that those registered devices may also 
transactions between the node devices and / or the computing be a node of the network thereby providing a decentralized 
devices connected to the cloudless network via a node mechanism by which the network may expand and provide 
device 200 . services to still other devices . The cloudless network man 

In addition , the cloudless network management applica- agement application 210 may execute the operations 
tion 210 may include one or more entropic data collectors 25 described in relation to the method 300 to register a neigh 
220 to obtain , in one instance , a measurement of some aspect boring node device as a node of the network . In some 
of the environment or other physical characteristic associ- instances , providing the registration service to a requesting 
ated with the node device 200 and / or a device in commu- node device may include resources or services from other 
nication with the node device . In another instance , the nodes of the network , including obtaining of registration 
entropic data collectors 220 may receive other randomized 30 information , storing of registration information , software or 
digital data from one or more sources associated with the other programs executed to perform the operations of the 
node device 200. In one particular example , the entropic method , and / or generation of secure identifiers used to 
data collectors 220 may include sensors or other mecha- register devices as nodes of the network . In still other 
nisms ( e.g. , connection to a remote sensor ) to obtain a instances , one or more of the operations may be performed 
temperature , humidity , atmospheric pressure , light , and / or 35 by other components of the cloudless network 100 , such as 
sound measurements from the environment around the node personal devices 106 , 108 and / or other nodes of the network . 
device . In another example , one or more bio - measurements The operations of the method 300 may therefore be per 
associated with a user of a personal device , such as personal formed by multiple cloudless network management appli 
device 106 of FIG . 1 , may be obtained and transmitted to the cations 210 operating on multiple nodes or devices of the 
entropic data collectors 220 of the node device 200. In 40 cloudless network and working in tandem to register a newly 
general , any sensor 220 or other type of data collector may connected device or node to the network . In this manner , the 
be included or associated with the node device 200 for registration service available from the network may be 
obtaining entropic digital data or information . As explained further decentralized and cloudless such that no one device 
in more detail below , such random data may be used to or entity controls the registration process . In general , the 
generate encryption keys or other secure information or data 45 operations may be executed through hardware components , 
for secure operation and communication of the cloudless software programs executed in a processing environment of 
network 100 . the nodes or otherwise , or a combination thereof . 

It should be appreciated that the components described Beginning in operation 302 , one or more node identifiers 
herein are provided only as examples , and that the cloudless may be generated from specifications of the node hardware 
network management application 210 may have different 50 and / or software fingerprints . For example , a node device 200 
components , additional components , or fewer components may include particular hardware components ( e.g. , micro 
than those described herein . For example , one or more processor chips , storage devices , input / output devices , etc. ) 
components as described in FIG . 2 may be combined into a One or more of these hardware components may be asso 
single component . As another example , certain components ciated with identifying information , such as serial number 
described herein may be encoded on , and executed on other 55 identifiers , manufacturer identifiers , version identifiers , 
computing systems . model identifiers , and the like . The identifying information 
As described above , the node device 200 may operate as of the hardware components of the node 200 , alone or in 

a node of the cloudless network 100 such that other devices various possible combinations , may be determined and used 
of the network may communicate with the node device to to generate a hardware fingerprint that identifies or is 
receive services from the network or otherwise interact with 60 otherwise associated with the particular node 200 based on 
the cloudless network . In some instances , the node device the hardware components of the node device . For example , 
200 may be a computing device on which the cloudless the identifying information of the hardware components of 
network management application 210 may be executed . In the node 200 may be used as inputs to an algorithm 
another instance , the node device 200 may be manufactured configured to generate a hardware fingerprint identifier for 
particularly to operate as a node of the cloudless network 65 the node device . In one instance , the hardware component 
100 , otherwise known as a core node of the network . identifiers used to generate the hardware fingerprint may be 
Regardless of the structure of the node device 200 , identi- received from a manufacturer of the node device 200. In 
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another example , the hardware component identifiers of the configured , based on both the hardware components of the 
device 200 may be accessible from the device upon a request device and / or the software uploaded and stored on the 
from the device itself or from another device , such as device , to interact within the network at a high - level , such as 
another node of the network . the ability to generate services , host multiple services for 

In one implementation , the hardware fingerprint may be 5 other devices , operate as a registration device , and the like . 
determined upon manufacturing of the node device 200 and Other node devices may be configured with a lower - level of 
stored within a memory component of the device . For access , perhaps providing an interface to the network for 
example , the various identifiers of the hardware components personal devices while limiting the number and kinds of 
of the node device 200 ( e.g. , serial number identifiers , services available from that particular device . In some 
manufacturer identifiers , version identifiers , model identifi- 10 instances , the node devices are manufactured and loaded 
ers , etc. ) may be determined and input into the hardware with appropriate software to provide the various levels of 
fingerprint generating algorithm at the manufacturing site of access , and the information for these manufactured devices 
the device . During an initial testing of the node device at the stored and used , as discussed below . In general , the cloud 
manufacturing site or testing site , the generated hardware less network 100 may include any number and variations of 
fingerprint may be stored at a particular address in non- 15 access rights or levels for the devices of the network to 
volatile memory of the device . Thus , to obtain the hardware structure or configure the operations of the network . Each 
fingerprint , the node device 200 may access the memory of generated node identifier may therefore be associated with 
the device at the address to obtain the hardware fingerprint . an access level of the network such that the access level for 
In other implementations , the various hardware identifiers a node may be determined from the node identifier . Further , 
used to generate the hardware fingerprint may be stored in 20 in some instances , the access level associated with a node 
the memory device or other component of the node device . identifier may be adjusted or altered to provide more or less 
The node device , in such circumstances , may obtain the access rights to the network for the adjusted node device . 
identifiers and execute the fingerprint - generating algorithm , Such adjustments to the access level of a node device may 
using the identifiers as input to the algorithm , to generate the be based on the device itself , a service agreement , an 
hardware fingerprint . 25 adjustment to the technological capabilities of the node 

Similarly , a software fingerprint ( or fingerprints ) associ- device whether through software or hardware additions or 
ated with software programs loaded onto the node 200 and other changes , and the like . In some implementations , the 
stored may be obtained and used to generate the node adjustment to the access level for a node device may occur 
identifiers . For example , upon manufacture , one or more upon a software update or other alteration to the operation of 
operational programs , such as services , applications , oper- 30 the node device . 
ating systems , firmware , etc. may be loaded and stored in a The node identifier and the associated access level for the 
memory component of the device 200. One or more of the node device may be deployed onto the network 100 in 
loaded software programs may include an identifier , such as operation 306. As mentioned above , the network 100 is 
a version identifier , a program name , a model identifier , etc. structured in a decentralized manner such that there may not 
Such identifiers , alone or in various possible combinations , 35 be a central database storing the node identifiers for the 
may be obtained and combined into a software fingerprint , nodes of the network . Rather , the node identifiers ( and 
as described above with relation to the hardware fingerprint . associated access levels ) may be stored on any node or any 
In some instances , portions of the hardware identifiers and number of nodes of the network as determined by a regis 
the software identifiers may be combined to generate a tration service program operating on the various nodes of the 
device fingerprint . In general , any identifiers of the hardware 40 network . For example and referencing the network environ 
components and / or the software programs associated with ment 100 of FIG . 1 , a node identifier for node A 110 may be 
the node device 200 may be used as hardware or software stored on node E 118 as determined by a registration service 
fingerprints . In addition , the software fingerprint may be executed by node E. Further , the node identifier for node A 
updated as new versions or updated versions of software are may be stored across multiple nodes of the network . For 
loaded onto the node device 200 through the same or similar 45 example , a node identifier for node A 110 may be stored on 
method described above . Further , as described in more detail node D 116 , while an access level associated with node A 
below , this updated software fingerprint may be distributed may be stored on node G 122. In another example , a portion 
to other nodes of the network 100 upon updating using the of the node identifier for node A 110 may be stored on a first 
new software identifiers . node of the network while a second portion of the node 

From the hardware and / or software fingerprints of the 50 identifier may be stored on a second node . In general , the 
node device 200 , a unique node identifier may be generated node or nodes at which the node information is stored may 
in operation 302. The node identifier may be generated from be based on a storage availability within the nodes of the 
an algorithm , such as a hashing function or any other network 100 and may be transferred from node to node to 
identifier generating algorithm , that uses the hardware fin- free up storage space , as needed . For example , node B 112 
gerprint and / or the software fingerprint of the device as 55 may transfer some or all of the node identifier for node A 110 
inputs and outputs a unique identifier . In one implementa- to node C 114 to free up space on node B for providing a 
tion , the algorithm used may be a reproducible hashing service from node B or any other storage reason . An 
function such that , given the same hardware and / or software identifier of the node at which the node information is stored 
fingerprint inputs , the node identifier may be reproduced may also be distributed across and stored in the nodes of the 
using the hashing function by any computing device execut- 60 network 100 and may be updated by the registration service 
ing the algorithm , including other nodes of the network 100 . of the network as the information distributed in the network . 

In operation 304 of the method 300 , an access level for the In one particular implementation , the node identifiers and 
node device 200 may be associated with the generated node the associated access levels for the node devices may be 
identifier of the device . In particular , some node devices of stored on a given node or combination of nodes utilizing a 
the network may be manufactured or otherwise configured 65 decentralized , multi - dimensional hash table . 
to operate at a particular level of access within the cloudless In operation 308 , the network 100 , e.g. , various possible 
network . For example , a first type of node device may be nodes or combinations of nodes , may monitor ( e.g. , listen ) 
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for the hardware and / or software fingerprint from a node deployed onto the network , the node device may become a 
device upon its connection to the network 100. For example , node of the cloudless network 100. In operation 318 , geo 
node devices may be configured to transmit their fingerprints location information for the node device may be received , in 
to one or more nodes or other computing devices of the some instances based on a request for the geo - location 
network upon activation ( e.g. , powering up and / or executing 5 information transmitted to the node device . The geo - location 
a boot program while in communication with the one or of the node device may be associated with the node identifier 
more nodes or other computing devices ) or based on some and stored within the network 100 , including with one or 
other action . In one example , the fingerprint of a device may more network operation services deployed within the net 
be stored in memory and the operating system or other work . As explained in more detail below , the geo - location 
software application of the node device may be configured 10 information of the node device may be utilized to configure 
to obtain the fingerprints from the memory and provide the the nodes of the network , determine available network 
fingerprint to the network . The registration service of the resources near a requesting device , determine network 
network 100 , perhaps operating on many or all of the nodes capacity for nodes within geographically proximate areas , 
of the network 100 , may monitor for receipt of the finger- and the like . In general , the geo - location information of the 
print information from a node device attempting to access or 15 node device may be in any form or combination of forms 
otherwise join the network . In operation 310 , the service indicating a location of the device on the globe , including 
application may determine if the node device fingerprints are latitude and longitude coordinates , area code , street address , 
received . If node device fingerprints are not received , the and the like . In one particular instance , the geo - location 
service application may continue to monitor for transmitted information may be obtained by a Global Positioning Sys 
node device fingerprints in operation 308 . 20 tem ( GPS ) circuit within the node device , although other 
Upon receipt of fingerprint information from a newly methods of determining the geo - location of the node device 

connected node device , a node identifier for the device are contemplated , such as obtaining the location from 
transmitting the fingerprint information may be generated another computing device in the vicinity of the node device , 
from the received fingerprint information in operation 312 . receiving the location via a user input to the node device , 
In particular , the registration service of the network may 25 communicating with a geo - location computing device and 
execute the same hashing function or other algorithm used service , and the like . Geographic location may also be 
above in relation to operation 302 to generate the node updated in the network when a node device moves within the 
identifier from the received fingerprint information . As men- network and reconnects to the network in a different loca 
tioned , the hashing function may be repeatable such that the tion . Registering the node device as a node of the cloudless 
output of the algorithm is the same when provided with the 30 network 100 may further include advertising information 
same input values . In operation 314 , the registration service associated with the node device to other nodes of the 
may compare the generated node identifier with the stored network . For example , a unique network address or other 
node identifiers deployed onto the network above with identifier may be provided to the nodes of the network 100 
relation to operation 306. In one particular example , the list at which communication packets may be transmitted to 
of node identifiers associated with manufactured nodes may 35 reach the node device . In one particular example , an IP 
be deployed onto the network in anticipation of the associ- address of the node device may be advertised into the nodes 
ated device connecting to the network . Upon establishing of the network for storage and use in transmitting packets 
communications with the network , the newly connected within the network . The network address may further be 
node device may transmit fingerprint information from propagated through devices in communication with the 
which a node identifier may be generated . If the generated 40 registered node device essentially defining communication 
identifier from the providing fingerprint information does paths to and from the newly registered device and other 
not match a stored node identifier as including the list of devices of the network . Other information from the newly 
identifiers associated with the manufactured nodes , the reg- registered node device may also be transmitted and stored or 
istration service may deny registration of the node with the otherwise associated with the node identifier . For example , 
cloudless network in operation 316. For example , a com- 45 connection information of the node device , such as last 
puting device may attempt to fraudulently register as a node known Internet Protocol ( IP ) address of the node device , a 
of the cloudless network by providing false fingerprint communication protocol for communicating with the node 
information to the network . However , an identifier generated device , one or more communication port identifiers , one or 
from the false fingerprint information provided by the com- more device identifiers , and the like , may be transmitted to 
puting device may not match a deployed node identifier 50 one or more neighboring node devices and stored with the 
stored in the network 100 as the information provided by the node identifier generated above . In general , any information 
fraudulent device does not match information provided by associated with the node device may be shared , once reg 
the manufacturer of the node devices . In circumstances istered , with other nodes of the network . In one implemen 
where the device identifier generated from the received tation , the information may be used by the neighboring 
fingerprint information does not match a stored node iden- 55 nodes of the network to communicate with or find the device 
tifier , registration of the device providing the fingerprint on the network 100. The node device may also provide the 
information may be denied as a potential fraudulent node of node identifier , geo - location , fingerprint information , and 
the network . Additional security operations may occur in any other device - specific information to the nodes of the 
addition to denying registration of the device , including network . The registration service executed on the various 
reporting the attempt at registering the device as a node , 60 nodes of the network 100 may create , in response to a 
forwarding of the fingerprint information from the device to successful registration of the node device , an entry in a table 
a security node of the network , including the fingerprint of network nodes ( or other database storing network node 
information in a black list stored on the network , and the information ) for use in communicating with the node device 
like . and otherwise sharing resources between the nodes of the 
Upon matching the generated identifier ( based on the 65 network . 

hardware and / or software fingerprint information provided In operation 320 , one or more nodes of the network 100 
by the requesting device ) to a stored node identifier may provide services and / or applications to the newly 
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registered node device based on the access level associated 400 of FIG . 4. In other instances , one or more of the 
with the node identifier . As mentioned above , an access level operations may be performed by the personal device 
may be associated with the node identifier and deployed requesting services from the network and / or other nodes of 
onto the network 100 and stored with the node identifier . the network such that the operations may be performed by 
Thus , the nodes of the network 100 may determine the 5 multiple applications executing on multiple devices of the 
access level for a newly registered node device ( based on the network . In general , the operations may be executed through 
node identifier ) . The access level for a node device of the hardware components , software programs executed in a 
network may determine particular services and / or applica- processing environment of the nodes or otherwise , or a 
tions available for the registered node or available from the combination thereof . 
registered node , including services and applications used to 10 Beginning in operation 402 , a node of the network may 
manage and control operations of the network 100. Such receive fingerprint identifiers or other device related infor 
services and applications may be stored in one or more mation from the device requesting a network identifier . 
nodes of the network and made available to the newly Similar to above , the fingerprint information may include 
registered node in operation 320. In some instances , the identification information of the hardware components of 
node device may be configured to request particular services 15 the device 106 , such as serial numbers , model identifiers , 
and / or applications from the network . The request may be manufacturing information , and the like . The hardware 
received at a node from which the service or application is information of the device 106 may be obtained from an 
available to other nodes and a check of the access level of application executed on the device and configured to query 
the requesting node device may be completed by the receiv- one or more components of the device for the hardware 
ing node . If the newly registered node device is associated 20 based identification information . In some instances , the 
with an access level that permits providing the requested program executed on the device 106 may combine , utilizing 
service and / or application to the node device , transfer of the an algorithm of the application , the hardware information of 
service or application may occur . In another example , nodes the device into a hardware fingerprint that identifies or is 
of the network 100 may determine which services and otherwise associated with the particular device . As should be 
applications are to be provided to the newly registered node 25 appreciated , different devices may include different types of 
device based on the device's access level and automatically hardware components such that a hardware fingerprint based 
begin providing such services and applications to the node on the components of the device may be different than other 
device . The node device may then store and , in some hardware fingerprints of devices with different hardware 
instances , execute the provided services and / or applications components . The application executed on the device may 
to operate as a node of the cloudless network 100 , as 30 also obtain software information of one or more programs 
described herein . stored on the device to generate a software - based fingerprint . 

Through the operations described above , a computing The generation of the hardware and / or software fingerprint 
device may become a node of the cloudless network 100 and information may be the same or similar as that described 
begin providing services to other nodes and / or other com- above with reference to the node device . Regardless of how 
puting devices . In one instance , the node device may be an 35 the device fingerprint information is generated , the device 
interface to access the cloudless network for a personal ( and , more particularly , the application executed on the 
device to begin receiving services from the network at the device ) may transmit the generated fingerprint information 
personal device . For example and referring to the environ- to a node of the network for processing by a service and / or 
ment 100 of FIG . 1 , node device A 110 may register with the application executed on a node of the network . 
network environment 100 through the process described 40 In operation 404 , one or more nodes of the network may 
above . Once registered as a node of the cloudless network generate an identifier for the device 106 based on the 
100 , the node 110 may provide an interface to personal fingerprint information received from the device ( e.g. , a 
devices , such as mobile device 106 and / or laptop computing personal device ) . The generation of the identifier may be the 
device 108. In other words , the personal devices 106 , 108 same or similar to that described above in relation to 
may access the cloudless network via node A 110 ( operating 45 generation a node identifier , in some instances . For example , 
as a gateway into the network ) to begin receiving services the one or more nodes may execute an algorithm , such as a 
from the network , such as storage , computing , and / or net- hashing function , to convert the hardware and / or software 
working services , among others . In one particular example , fingerprint information from the device into a unique device 
the personal device 106 may receive streamed multimedia identifier . The device identifier may therefore be different 
content from the network via node A 110 for display on the 50 than identifiers generated for other nodes and / or devices of 
personal device . the cloudless network 100 such that the device identifier 
A personal device connecting to the cloudless network may be utilized to identify the specific device to the network . 

100 may be associated with a device identifier similar to the Other information of the device may also be used to generate 
node identifier described above to interact with the network the device identifier . For example , connection information of 
devices and services . FIG . 4 is a flowchart illustrating one 55 the device , such as last known Internet Protocol ( IP ) address 
method for generating a device identifier for a personal of the device , a communication protocol for communicating 
computing device communicating with a cloudless network with the device , one or more communication port identifiers , 
in accordance with one embodiment . In one example , the one or more device identifiers , and the like , may be used by 
personal device may be mobile device 106 of FIG . 1 , the node device to generate the device identifier . Further , 
although any computing device may request connection or 60 because the device identifier is based on aspects of the 
to receive services from the cloudless network 100. Similar specific device itself ( such as the hardware and software 
to method 300 described above , the operations of the method components of the device ) , the identifier may be linked to 
400 of FIG . 4 may be performed by a service and / or the physical device and not a user of the device . In this 
application executed on a node of the cloudless network . For manner , a user's information is not associated with interac 
example , node A 110 of FIG . 1 may include a service or 65 tions undertaken with the cloudless network . Rather , only 
application for registering personal devices with the cloud- aspects of the device are used to generate the device iden 
less network and may perform the operations of the method tifier for use by the network , thereby allowing users of the 
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network to remain anonymous and secure . Rather , the iden- an identifier may be associated with a first action , such as if 
tifiers utilized in the cloudless network may be linked to the the bin carried lobster , followed by adding an attribute to the 
devices themselves . identifier if the bin is used to carry salmon . In another 

The generated device identifier may be deployed onto the example , products may have the same bar code even though 
cloudless network in operation 406 for storage in one or 5 they may be of different quality . The use of the product 
more nodes of the network . The one or more nodes of the identifier based on the operations above may remove any 
network may store a received device identifier in a table or confusion over bar codes as the identifiers cannot be repli 
other storage configuration of such identifiers for use in cated , improving the security of the production process . 
communicating with the device , providing services to the Fractal Infrastructure of Cloudless Network 
device , managing one or more accounts associated with the 10 Through the registration process described above , nodes 
device , and the like . In general , any interaction with the ( such as computing devices with gateway capabilities , per 
network by the device may utilize the generated device sonal computing device , etc. ) may be added to the cloudless 
identifier and may be verified by the nodes of the network network 100 to provide additional resources into the net 
via the deployed and stored device identifiers . work to support available services . However , as the cloud 

The device identifier may be utilized by applications 15 less network continues to grow , the structure of the network 
and / or services of the network as a substitute identifier for a may add a processing / communication burden to nodes of the 
user associated with the network , without storing or trans- network . For example , a traditional network structure pro 
mitting personal information of the user of the device . For vides for each node to logically connect to each other node 
example , applications and / or services may be configured to in the network for direct communication / sharing of 
use a device identifier as a signature or other identifier of a 20 resources between the nodes . However , for a cloudless 
user , rather than actual user information . Thus , a user of the network that may include hundreds or thousands of nodes , 
device may use the device identifier to agree to contracts , connecting to each other node of the network may quickly 
purchase goods , log into websites or systems , authorize overwhelm the resources of a single node of the network as 
transactions , and the like without providing sensitive per- the node attempts to maintain connections to the other 
sonal information . If the device identifier is ever stolen , the 25 nodes . Further , such a network structure may cause " local 
user's personal information is not available from the device ization ” of shared resources in which node resources are 
identifier and a new device identifier may be generated for shared between a small group of nodes close to each other , 
the user's new device when the stolen device is replaced . In while resources of other nodes of the network may not be 
this manner , the identifier used within the cloudless network shared at all . As such , an alternate network structure 500 is 
may be more secure than other types of user identifiers that 30 illustrated in FIG . 5 which shows interconnections between 
typically include some personal information of a user . nodes of a cloudless network using a layered connection 

Still another identifier may be generated and / or utilized by scheme . In general , the nodes of the network 500 may be 
the network . For example , the network may generate , node devices or personal computing devices as discussed 
through a similar manner as described above , an identifier above , or any other type of computing device registered with 
for products , consumer goods , and / or industrial goods . Such 35 the network for providing or receiving services of the 
an identifier may be used as a product code , which may network 500. Each node may register with the network 500 
provide security and / or anonymity . Through one or more of and , upon validation of the registration , may become a node 
the operations described above , an identifier for individual of the network such that the network is scalable to integrate 
products or items ( as opposed to computing devices or users any number of nodes . 
of the network ) may be generated to provide a worldwide 40 In general , each node of the network 500 may logically 
inventory of every single item , not by category ( such as communicate with any other node of the network . However , 
color or size ) , but by actual individual item , diminishing or for the reasons stated above , the number of nodes in the 
eliminating the possibility for counterfeit identifiers and network may grow to such a size as to overwhelm one or 
allowing particular stories for each item . For example , more of the nodes as the nodes try to maintain connections 
fishing companies may use bins to move the fish through the 45 to each other node . In the network 500 of FIG . 5 , the nodes 
value chain . However , such bins may be expensive , costing of the network 500 may be broken up into layers in a 
up to $ 2000 each , and the bins are often lost , stolen or predictable pattern , also referred to herein as a “ fractal ” 
misplaced , resulting in a large loss to the company and , in pattern , that reduces the number of nodes sharing resources , 
some instances , the opportunity for the stolen bin to be used spreading out the node interconnections within the network 
to introduce counterfeit or illegal fish into the value chain . 50 such that each node may not necessarily be virtually con 
By generating a unique product identifier for the bins , nected to each other node but may instead be connected to 
counterfeit bins may be identified and removed from the a subset of the other nodes of the network . This may reduce 
value chain . The product identifier may also be used to track the number of connections for which a node is responsible 
and identify countless other products including cars , vac- to maintain , allowing the network to grow without over 
cines , watches , art , etc. A product identifier may provide a 55 whelming the nodes of the network . In one implementation , 
real - time identifier generated on the fly and associated with one or more of the nodes of the network 500 may be 
a good or service . Thus , as the products , such as the fishing assigned or otherwise associated with a layer of the network 
bins discussed above , go through the production process , the and may be limited to sharing resources only with nodes 
product identifier may be programmatically and trustfully associated with a previous layer or the next layer of the 
altered depending on some event that alters the product or 60 network to reduce the number of nodes for which services , 
indicates the product has been transferred , among other resources , applications , etc. may be received . 
things . Further , the product identifier is truly randomly In some instances , the cloudless network 500 may begin 
generated from the entropic measures as discussed below . As with a core layer ( otherwise known as “ layer 0 ” ) of nodes 
product identifiers may have multiple attributes , such as a 510. For example , the cloudless network 500 may begin 
QR code , a bar code , a RFID , etc. , the provenance of the bin 65 with a core network of interconnected nodes from which the 
may be tracked and traced , including the bins themselves network may grow . Although layer 0 502 of the network 500 
and all the attributes the bin has had in the past . For example , of FIG . 5 includes four nodes 510 , it should be appreciated 
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that any number of nodes or computing devices may be nodes ) . Such a network configuration may prevent each 
included in the core layer . Further , the nodes of the core node of the network 500 from being taxed with maintaining 
layer 502 may be fully interconnected such that each node connections to each other node in the network and from 
may logically connect to each other node and share services being siloed between a group of nodes within a 
resources between the nodes of the core layer . The core layer 5 particular layer . 
502 may be interconnected to provide a base layer through In a similar manner , the nodes 514 of layer 2 506 may be 
which every node in the network 500 may connect to any instructed or controlled to share resources or otherwise 
other node via at least one path through the core layer . Other logically connect to nodes 512 of layer 1 504 and nodes 516 
connections between the nodes may be established as set out of layer 3 508. As above , the nodes 514 of layer 2 may not 
below in addition to the core layer 502. It should be noted 10 connect to each other or may not connect to the nodes 510 
that portions of the cloudless network 500 may be included of layer 0 502. The nodes 516 of layer 3 508 may similarly 
in a cloud environment in addition to portions included in a connect or otherwise communicate with the nodes 514 of 
cloudless environment . For example , the core layer 502 may layer 2 506. Upon registration of nodes into a layer 4 ( not 
be hosted in a cloud environment , while other layers or shown ) , the nodes 516 of layer 3 508 may connect to the 
portions of layers may be cloudless and communicate in a 15 layer 4 nodes to share resources . Further , although only a 
peer - to - peer manner . few nodes are shown in each layer of the network 500 of 

Although the nodes of the network 500 are illustrated as FIG . 5 , it should be appreciated that each layer may include 
located physically near each other , the illustrated connec- many nodes . Further , as explained in more detail below , each 
tions between the nodes indicate logical connections . The layer 502-508 may have an upper limit of a number of nodes 
node devices may therefore be geographically near each 20 for inclusion in each layer such that , once the upper limit of 
other or disparately located and communicate through any nodes for a layer is reached , no additional nodes may be 
communications network or protocol , as described above . In added to that layer and a new layer may be generated . Thus , 
one example of the network 500 , the core nodes may be although the network 500 of FIG . 5 is illustrated with layer 
located at various locations around the world such that each 3 508 having more nodes 516 than layer 2 506 , which has 
node of the network may be geographically close to a core 25 more nodes than layer 1 , it should be appreciated that the 
node device . However , the core nodes may be located in any layers 502-508 may be configured to include any number of 
location . Further , nodes of different layers may be physically nodes per layer , sometimes with varying number of nodes 
near each other and not logically connected within the same from layer to layer . 
layer . For example , a node 516 of layer 3 508 may be FIG . 5 illustrates layers emanating linearly left to right 
geographically located near a node 510 of layer 0 502 ( in 30 from the core layer outward to the outer layer 3. This 
some instances , within wireless communication range ) such arrangement , however , is presented merely for illustrative 
that the devices may share a communication link , although purposes . In some examples , layers will emanate outward 
the nodes are in different layers of the network . However , somewhat concentrically from the core . Regardless , the 
such nodes may not be connected logically to share layers may emanate outward from the core in any number of 
resources between themselves as they are associated with 35 directions , and the form or number of layers will depend on 
distinct layers ( e.g. , not in adjacent layers ) of the network . the implantation and the number of new devices in any given 

Additional layers of the network 500 may be generated layer joining the network , as well , as the physical location of 
from ( and interconnected with ) the core layer 502. For the various devices joining the network in any particular 
example , a layer 1 504 of the network 500 may be generated area . So , for example , a core in an area may form concentric 
from additional nodes 512 of the network . The nodes that 40 layers around the core as the network grows outward into the 
comprise layer 1 504 of the network may be added to the geographic area surrounding the core . In some instances , a 
network upon generation of the core layer 502 through the node of a layer may be designated as a core node and a 
registration process described above or through some other sub - network may extend from the new core node in a similar 
node addition process . For example , the nodes 512 of layer connective manner as above . For example , a node 512 of 
1 504 may register with the network 500 through the process 45 layer 1 504 of the network 500 of FIG . 5 may be a core node 
described above and be assigned to layer 1. The process of or otherwise initiate a new sub - network . In this example , 
requesting and being assigned a layer designation or iden- node 512 may logically connect to each of another layer of 
tifier is discussed in more detail below with reference to nodes ( separate from the layer 2 nodes 514 ) as a core node 
FIG . 11. Regardless of which layer of the network 500 to for the sub - network . The layering of nodes may continue 
which a node is assigned , the node may be instructed or 50 building off of the node 512 of layer 1 504 as the core node 
include an instruction to limit the connections to other nodes for that sub - network . The node 512 may , in this instance , 
of the network in a layer below or a layer above the node's continue to function as a layer 1 504 node as described 
layer . For example , the nodes 512 of layer 1 504 may be herein in relation to the network 500 of FIG . 5 and as a core 
instructed to limit its logical connections to the nodes 510 of node ( with core node functionality ) for the sub - network of 
the core layer 502 and nodes 514 of layer 2 506. If layer 2 55 node devices . This fractal pattern may continue , building 
506 is not established within the network 500 at the time a from any node as a core node for a sub - network of other 
node 512 of layer 1 504 is registered , the node may only node devices . The conversion of a registered node to a core 
share resources with nodes of the core layer 502 until a layer node for a sub - network of devices may be based on any 
2 node is registered with the network 500. Limiting the performance characteristic of the nodes of the network , as 
logical connections to the nodes of these layers may include 60 described herein in relation to adding a newly registered 
only receiving services and / or programs from the nodes of node into a layer of the network 500 . 
these layers and not others . Different from the core layer To limit the nodes of the network 500 from which a 
502 , however , the nodes 512 of layer 1 504 may not connect particular node may receive services or otherwise share 
to each other such that the nodes are not fully interconnected resources and thereby logically connect to , one or more 
within the layer . Rather , the nodes 512 may be limited to 65 nodes of the network may execute a service or application 
logically connecting only to those nodes 510 in layer 0 502 that manages the logical connections to other nodes within 
( e.g. , n - 1 nodes ) and nodes 514 in layer 2 506 ( e.g. , n + 1 the network 500. For example , a node 512 of layer 1 may , 
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perhaps in response to a request for a network service may be saved in the combination of nodes for a period of 
received from a personal computing device in communica- time to accommodate subsequent requests for the same 
tion with the node , request a service and / or resources from content . 
another node of the network 500. This request may be made As mentioned above , the fractal structure of the network 
in circumstances in which node 512 of layer 1 does not have 5 may be created as the network 500 grows through addition 
the requested service loaded or stored on the node device . of more nodes / computing devices into the network . FIG . 6 
The request to the other nodes of the network 500 for the is a flowchart of a method 600 for assigning a network layer 

identifier to a connected node of a cloudless network in requested service may include a requested layer identifier , 
such as a layer identifier for layer 0 502 or a layer identifier accordance with one embodiment . The network layer iden 
of layer 2 506. The layer identifier may thus be limited to 10 tifier assigned or provided to a node of the network may be 

used to determine which other nodes a logical connection n + 1 and / or n - 1 layers , where n is the layer to which the may be established with by the node , as discussed above . In requesting device is assigned in this example , layer 1 ) . 
Nodes of layers other than layer 0 or layer 2 may ignore the the method 600 , a service executed on the network ( or more 

particularly , on one or more nodes of the network ) may request transmitted by the node 512 of layer 1 to provide or 15 determine and assign a network layer identifier to a newly 
share the resources with the layer 1 node 512. For example , registered node . In another implementation , the newly reg 
if the request is received at a node that is also associated with istered node itself may perform one or more of the opera layer 1 504 , the request may be ignored by the receiving tions of the method 600 to register with the network 500 and 
node . Similarly , if the request is received at a node of layer begin sharing resources with other nodes of the network . 
3 508 , the request may be ignored . However , if the request 20 The operations of the method 600 may be performed via one 
is received by a node 510 of layer 0 502 or a node 514 of or more hardware components of a node or nodes of the 
layer 2 506 , a logical communication path between the network , one or more software programs executed by the 
nodes may be established and the resour es may be shared node of nodes , or a combination of both hardware and 
with the node 512 of layer 1 504. In another example , each software components . 
node of the network 500 may maintain a list of layer 25 Beginning in operation 602 , the network 500 ( or more 
identifiers of one or more other nodes and may target certain particular , a node or nodes of the network executing a 
nodes within the network 500 from which the requesting network layer management service ) may receive a layer 
node is allowed to share resources . For example , the node identifier request from a newly registered node device or 
512 of layer 1 504 may be configured to only request the other computing device . The layer identifier request may be 
service from the nodes of layer 0 502 and the nodes of layer 30 generated by the node device as a part of the registration 
2 506 , rather than a general broadcast to any node near or process with the network or may occur after the device is 

registered and a network identifier is associated with device . neighboring the requesting node . Regardless of the process , In operation 604 , an initial network layer identifier may be the nodes of the network 500 may be limited to communi assigned to or otherwise associated with the requesting node cate with nodes of one layer above or one layer below the 35 device . In one implementation , the initial network layer layer of the requesting node to share resources across the identifier may indicate that the node device is associated nodes of the network . with layer 0 502 ( or the core layer ) . In other implementa In some implementations , a set of nodes of the network tions , the initial network layer identifier may be another 
500 may act as a single node of the network . For example , layer of the network 500 , such as the network layer identifier 
assume that a building includes ten nodes of the cloudless 40 determined by the service . Regardless , the initial network 
network 500. A user of the network may desire to consume layer identifier may be provided to the requesting node 
a service from the network , such as accessing content such device or may be maintained by the layer management 
as a movie . The movie file , however , may be too large to be service in another node of the network 500 . 
stored in the user's node device or on any one node device In operation 606 , the network layer management service 
of the building or within a broadcast area of the user's node . 45 may determine if the assigned network layer for the node 
Through the fractal network structure , however , all or a device has an open slot . As mentioned above , one or more 
subset of the nodes within the building may act as a single of the layers of the network 500 may include an upper 
node for the user or other users of the building . Playing the capacity for the number of nodes allowed for that layer . 
movie then will involve accessing the content at a content Upon reaching the upper capacity for the number of nodes , 
source , uploading the content to some combination of nodes 50 additional nodes may not be assigned to that particular layer . 
proximate the requesting node , and then coordinated stream- The upper capacity for a layer may be based on any 
ing from the nodes and appropriate buffering at the request- processing , storage , or networking capability of the nodes of 
ing node device . The infrastructure therefore allows for the the layer , the node to be assigned to a layer , the capabilities 
definition of a number of nodes to be used ( based on CPU , of nodes of other layers , or any other performance consid 
storage , or any other aspect ) to hold a file or provide a 55 eration of the network as a whole , a portion of the network , 
service . In some instances , a single node will be sufficient to or any device or devices of the network . However , in some 
provide a service , e.g. , store and stream content , and will be instances , any number of nodes may be included in a layer 
sufficient to provide many such services . In this example , the if the performance capabilities of the layer allows for more 

be fragmented into smaller pieces and deployed to nodes within the layer . Thus , in operation 606 , the service 
the nodes . The services of the used boxes may be rented 60 may determine if the layer indicated by the assigned network 
during the use and the users associated with the used nodes layer identifier is full or if additional nodes may be associ 
may be compensated in some manner . Access to the service ated with that layer . For example , the initial network layer 
or file may then be provided to all other nodes of the shared identifier assigned to a new node device may be associated 
node , within the parameters of the density of that portion of with layer ( 502. However , depending on the previous 
the infrastructure , as explained in more detail below . The 65 growth of the network and the number of registered nodes , 
sharing of resources among nodes may be made on demand layer O may already have the maximum number of nodes 
and may generally follow a first in , first out process . Content 510 assigned to that layer . 

file may 
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In one implementation , the number of nodes within a of the implementation utilized , the method 600 may be 
layer may depend upon a connectivity limitation or capa- executed to assign or otherwise associate a network layer 
bility of the devices of the layer . For example , a layer may identifier with a requesting node of the network 500 and to 
include node devices that are limited to connect to up to 50 manage to which other nodes in the network the requesting 
other devices at one time . During the registration process , 5 node may logically connect . 
this connection capacity of the node devices of a layer and Security / Encryption of Network Components 
the number of devices connected to the devices within the In addition to the device identifier , other security mea 
layer may be determined . If one or more of the devices sures , features , and / or services may be associated with the 
within the layer have reached a capacity of connections to cloudless network to ensure safe and reliable interactions 
other devices based on the determined connection capacity , 10 with the network . FIG . 7 is a schematic diagram illustrating 
a registering node may not be assigned to a layer of the an exemplary network operating environment 700 for pro 
network that would exceed the connection capacity for the viding secure interactions with a cloudless network in accor 
network devices . For example , if a node in layer 2 506 has dance with one embodiment . The environment 700 includes 
reached a connection capacity , additional nodes may not be a cloudless network of devices 102 , a node 110 providing 
registered into layer 3 508 as such a layer assignment would 15 access to the cloudless network , and a computing device in 
exceed the connection capacity for the layer 2 device . communication with the node to receive one or more ser 
Rather , the registering device may be assigned to a layer 4 vices from the network . The network of devices 102 , node 
( not shown ) or a layer 4 may be created and assigned to the 4 110 , and computing device 106 may be the same or similar 
registering device . In this manner , determining a layer to to the devices discussed above with reference to FIGS . 1 to 
assign to nodes of the network 500 may be at least partially 20 4 , although the computing device may be any computing 
dependent on a connection capacity of one or more other device , such as a mobile computing device , a laptop , a tablet , 
nodes . In a similar manner , processing capabilities , storage etc. Also , the node 110 may be any node or computing 
capabilities , network speed capabilities , and any other per- device of the cloudless network in communication with the 
formance capabilities of limits of the nodes of the network computing device 106. In one instance , one or more other 
500. In one implementation , the density values for the nodes 25 nodes may be logically positioned between the computing 
of a layer may be considered when assigning a layer device and the node such that communications between the 
indicator to a registering node . The concept of density values devices may occur over any number of nodes of the cloud 
for a node are explained in greater detail below . less network . In general , the node 110 may be one or more 

If the assigned layer is full or the registering node can nodes of the cloudless network 102 executing a security 
otherwise not be assigned to a layer , the service may , in 30 service application 722 or program to provide secure trans 
operation 608 , select an alternate network layer identifier for missions to devices connected to the network . 
the requesting node device . In one instance , the alternate FIG . 7 includes an example personal computing device 
network layer may be the next layer up from the assigned 106 in communication or otherwise associated with the 
layer identifier . For example , assuming the initial network cloudless network 102 which may receive services from the 
layer identifier indicates layer 0 502 for the node device , the 35 network , such as compute services , storage services , net 
service may determine that layer ( 502 has reached the working services , security services , and the like . While the 
maximum number of nodes for that layer . The service may term “ personal ” computing device is used to reference 
then assign or otherwise associate a layer identifier for device 106 and the device may be associated with a par 
network layer 1 504 to the node device . In another imple- ticular user in some instances , the device is not limited to 
mentation , the alternate network layer may be the next layer 40 so - called personal computing devices and may be other 
down from the assigned layer identifier . In still other imple- forms of devices including IoT devices , various network 
mentations , the alternate network layer may be the randomly devices , nodes as described herein , servers , etc. In general , 
selected from the layers of the network 500 or may be based the user of the term “ personal computing device ” is used 
on a performance characteristic or capability of the nodes of herein to differentiate from node devices 110 and core nodes 
a layer or any number of layers . 45 102 of the network 100. In some instances , the personal 
Upon selecting the alternate network layer identifier for computing device 106 may include a processing system 704 

the node device , the service may again determine if the for executing a security application 706 stored in a computer 
assigned network layer identifier has an open slot in opera- readable medium 702. The security application 706 may be 
tion 606. This process of checking for an open slot and executed to facilitate secured communications with devices 
adjusting the network layer identifier for the node device 50 of the cloudless network 102 , such as node device 110. By 
may continue until an open slot within a layer of the network way of example and not limitation , non - transitory computer 
500 is found . Upon determining the assigned network layer readable medium 702 comprises computer storage media , 
has an open slot for addition of a new node , the assigned such as non - transient storage memory , volatile media , non 
network layer identifier N may be transmitted to the node volatile media , removable media , and / or non - removable 
device in operation 610. In addition , the service may instruct 55 media implemented in a method or technology for storage of 
the requesting device to logically connect to other nodes of information , such as computer readable instructions , data 
the network that belong or are otherwise associated with an structures , program modules , or other data . 
N + 1 layer and / or an N - 1 layer to receive services / resources The security application 706 may also utilize a data 
from nodes of those layers in operation 612. In some source 708 of the computer readable media 702 for storage 
instances , the instructions provided to the node device may 60 of encrypted data and other information associated with the 
manage which requests the node may respond to based on security application 706 or other applications stored on 
the network layer identifier associated with the node . For and / or executed by the personal computing device 106. For 
example , rather than instructing the node device to only example , the security application 706 may store security 
logically receive services / resources from particular nodes of and / or encryption information and data , such as encryption 
the network based on the layer identifier , the instructions 65 keys 710 ( both private and public encryption keys ) , 
may control which requests for services / resources the node encrypted data 712 for use by applications of the personal 
device responds to based on the layer identifier . Regardless computing device 106 and the network 102 , device identifier 
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information 714 , and the like . In one particular example , the may include one or more environmental sensors to obtain a 
device identifier for the personal computing device 106 may temperature , humidity , atmospheric pressure , light , and / or 
be obtained from the network 102 based on the method 400 sound measurements , and the like from the environment 
of FIG . 4 and stored in the data source 708 , either encrypted around the node device . The environmental measurements 
or non - encrypted . In general , any data or information uti- 5 may be obtained at different times of the day to obtain varied 
lized by the personal computing device 106 may be measurements of an environment around the node device 
encrypted and / or stored in the data source 708 and acces- 200 or personal computing device 106. Further , the mea 
sible via the security application 706 executed by the surement values may be expressed in any corresponding 
processing system 704 of the personal computing device measurement units or scale . For example , temperature mea 
106 . 10 surements may be expressed in degrees Celsius , degrees 
As mentioned above , the cloudless network may provide Fahrenheit , degrees Kelvin , etc. Sound measurements may 

a security service 722 to personal devices ( or any other be expressed in decibels , sones , phons , etc. Other types of 
devices associated with the network ) . The personal comput- entropic data may also be obtained for computing devices of 
ing device 106 may utilize the security service 722 , in one the cloudless network that are associated with a user . For 
instance , to generate encryption keys for use in encrypting 15 example , a personal computing device 106 in communica 
communications and / or data for secure communications tion with the cloudless network may obtain one or more 
across the cloudless network . More particularly , the personal bio - measurements of a user or users within the vicinity of 
computing device 106 may access a security service 722 of the device , such as body temperature , heart rate , accumu 
one or more node devices of the network and request lated steps in a time period , etc. The user - related data may 
encryption keys from the network as generated by the 20 similarly be expressed in any corresponding measurement 
security service . In response , the security service 722 of the units or scale . In yet another example , entropic data may be 
network may execute the method 800 illustrated in FIG . 8 . provided to the entropic data collector 220 , such as through 
In another instance , the security application 706 of the a keyboard or other input device to the node device 200. In 
personal computing device 106 may execute a program to general , any randomized or entropic digital data may be 
generate the encryption keys for the device . Thus , each 25 obtained by the entropic data collector 220 of the node 
device of the cloudless network may request generation of device 200. Further , the entropic data may be constantly 
encryption keys from a service of the network or may changing over time such that the entropic data collectors 220 
execute a security application to generate the encryption may provide a source of entropic and random data or 
keys for the device . In either regard , the security service / information . 
application may perform the operations of the method 800 of 30 The accumulated entropic digital data may be stored at the 
FIG . 8 to generate encryption keys for a computing device respective node or device that obtains the data , in one 
106 associated with a cloudless network . In one embodi- instance of the operations of the network . In another 
ment , the operations of the method 800 may be executed by instance , the nodes and / or computing devices of the network 
one or more nodes of the cloudless network 102 via a may be configured to transmit the obtained entropic data to 
security service program 722 executed on the one or more 35 a database , service , application , or the like of the network . 
nodes . In general , the operations may be executed via Thus , the entropic information may be obtained or received 
hardware components of the one or more nodes , software from any number of nodes of the network over the geo 
programs of the one or more nodes executed in a processing graphic footprint of the cloudless network . For example , 
environment of the nodes or otherwise , or a combination temperature measurements from a device in Brazil , humidity 
thereof . 40 measurements from a device in England , a heart rate of user 

Beginning in operation 802 , the security service 722 or in Australia , a sound measurement from a device in New 
security application 706 may receive a request to obtain one York City , and more may be obtained and used by the 
or more encryption key pairs for encrypting data , informa- method 800 described herein . To improve the randomness of 
tion , communications , and the like associated with the the entropic data , the device location and type of data may 
computing device . As mentioned above , the security service 45 be randomly selected from the nodes of the network and the 
722 may be distributed across multiple nodes of the cloud- available information . 
less network 102 which may work in tandem to provide the The security application 722 may request the entropic 
security service for the computing device 106. In other data from one or more selected nodes of the network , in one 
instances , a security application 706 stored and executed by instance . In another , the security application 722 may com 
a corresponding computing device may begin the process of 50 municate with a database of such information configured to 
generating encryption keys for the device itself . The request collect the entropic information from the nodes of the 
for the encryption keys may include , in some instances , a network 100 and store the information for use in generating 
device identifier generated via the method 400 illustrated in an encryption key pair . Regardless of the method by which 
FIG . 4 or the method 300 of FIG . 3 and any other computing the entropic information is obtained , the security application 
device information that may be utilized to generate the 55 722 may generate a sequence of prime numbers from the 
encryption keys for the computing device . In another entropic data in operation 806 of method 800. More par 
example , a security application 706 may be loaded and ticularly , the security application 722 may execute an algo 
executed on the computing device 106 to obtain or generate rithm that transforms the entropic values into a sequence of 
the encryption keys for the device . prime numbers , such as through a hashing function or other 

In operation 804 , the security service 722 or security 60 mathematical algorithm . Further , because the inputs to the 
application 706 may obtain entropic digital data from one or algorithm are randomized as obtained from a random col 
more nodes of the cloudless network . In particular and as lection of data from a variety of locations / devices , the 
explained above with reference to the node device 200 of sequence of the prime numbers is similarly randomized . In 
FIG . 2 , the nodes of the network may include one or more operation 808 , the security application 722 may generate , 
entropic data collectors 220 configured to obtain entropic 65 based on the sequence of prime numbers , a pair of encryp 
digital data for use in generating encryption keys for the tion keys for the personal computing device 106 that the 
network . In one example , the entropic data collectors 220 personal device may utilize to encrypt data associated with 
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the device . In one instance , an encryption key may be of the network utilizing the public encryption key . In gen 
generated from the entropic information in a symmetric - key eral , any data , communications , information , etc. associated 
encryption scheme . In such an encryption scheme , data may with the network and / or devices of the network may be 
be encrypted using the encryption key and decrypted using encrypted utilizing the generated encryption keys . As shown 
the same key . 5 in the environment 700 of FIG . 7 , the personal device 106 

In another instance , the pair of encryption keys generated may store encrypted data 712 in the data source for use by 
from the entropic data may be a pair of public and private applications executed by the device . Such encrypted data 
encryption keys for use in an asymmetric encryption may include passwords ( such as a Wifi password for 
scheme . In some instances , the sequence of prime numbers accessing a node device ) , wireless network encryption , 
generated from the entropic data may comprise the public 10 personal information , data used by applications and / or ser 
encryption key and / or private encryption key for the per- vices of the network , communications transmitted via the 
sonal computing device 106. In another instance , the cloudless network , and the like . 
sequence of prime numbers may be transformed , utilizing a In addition , the entropic data obtained from the entropic 
mathematical algorithm , into a public and / or private encryp- data collectors 220 , as illustrated in node device 200 of FIG . 
tion key . The generated private encryption key for the 15 2 , allows for the rotation of encryption key pairs at a faster 
requesting device may be stored with the requesting device rate than in other encryption systems . Traditional encryption 
in operation 810. For example , security service 722 may keys are rotated or refreshed , on average , every six to twelve 
perform the above operations for node 110 to generate a months because of the computationally - intensive difficulty 
private encryption key for the node , which may be stored at in generating a random sequence of prime numbers from 
the node . In another example , the security application 706 of 20 which encryption keys may be based . Through the use of the 
the personal computing device 106 may perform the above entropic data , however , the more random base of informa 
operations for the personal device to generate a private tion from the entropic data may be leveraged to reduce the 
encryption key for the device , which may be stored in the compute power needed to generate the sequence of prime 
data source 708 as encrypted key 710. In still another numbers . As a result , the encryption keys may be generated 
example , security service 722 of the node 110 may generate 25 at a faster rate such that rotation of such keys may occur 
the private encryption key for the personal computing device more frequently when compared to other encryption 
106 and transmit the private encryption key to the personal schemes . This increase in encryption key rotation may 
computing device for storage in the data source 708. As reduce the opportunity for a malicious third party to obtain 
explained in more detail below , the private encryption key or recreate the encryption key pair and fraudulently access 
may be used by corresponding device of the network for 30 a user's encrypted data as each encryption key may be used 
which the key is generated to encrypt data , communications , for a shorter period of time than previous encryption key 
information , etc. associated with the device . systems . 

In operation 812 , the generated public encryption key The entropic data may also be processed or analyzed by 
may be associated with a device identifier for which the correlating the data to network and / or social events occur 
encryption key is generated . For example , the public encryp- 35 ring within the geographic area from which the data is 
tion key generated for node 110 may be associated with the obtained . For example , data obtained from a particular node 
node identifier of the node , perhaps generated via the may be associated with a geographic area of the node's 
method 300 described above with reference to FIG . 3. In location and further associated with events within the same 
another example , the public encryption key generated for geographic area . Such correlations may allow extraction of 
personal computing device 106 may be associated with the 40 statistical data from the entropic data , such as news , weather , 
device identifier of the personal computing device , such as crime , and the like . The correlated data may , in some 
generated via the method 400 described above with refer- instances , be commoditized in a safe and anonymous man 
ence to FIG . 4. In operation 814 , the public encryption key ner while linking the digital world to real world events . 
and the associated device identifier may be deployed onto Because the data is not targeted or based on individuals but 
the cloudless network 102 for storage . The public encryption 45 rather devices , the anonymity of individuals associated with 
key and associated device identifier may be stored in any the data is maintained , while still providing the obtained and 
number of nodes of the cloudless network 102 and may , in analyzed information . For example , when a low barometric 
some instances , be managed by the security service 722 pressure is measured in a certain area , analysis of the data 
executed on one or more of the nodes of the network . may be correlated to a certain time frame of certain food 
Further , in operation 816 , the generated public and private 50 consumption to extract an understanding of how barometric 
encryption keys may be provided to the requesting comput- pressure may correspond to food consumption . Additional 
ing device for use in encrypting device and / or communica- examples include corresponding the data to entertainment 
tions associated with the computing device . Through the consumption and / or ordering certain products or goods to 
method 800 , one or more encryption keys for the devices of gain an understanding of how environmental or other data 
the cloudless network 102 may be generated from the 55 may correlate to particular habits of users within an area . In 
entropic data obtained from the nodes of the network . some instances , users of the network may sell their corre 

The devices of the cloudless network may utilize the lated data for some type of compensation , providing an 
encryption keys to encrypt transmissions and / or data asso- additional incentive for users to use and interact with the 
ciated with the network . For example , the encryption public network of interconnected devices . 
key for a particular device of the network may be identified 60 Network Resource Sharing Management 
based on the corresponding device identifier and used to As mentioned above , the resources of nodes of the cloud 
encrypt communications , data , information , and the like sent less network may be shared . So , for example , a service , 
to the device identified by the device identifier . The device which may be running on a computing device using the 
associated with the public key may , in turn , utilize the network , may share resources of nodes , such as compute 
private encryption key to decrypt the encrypted data . In a 65 power , data storage , processing speed , and the like , to 
similar manner , the device may utilize the private encryption provide the service . In one implementation , one or more 
key to encrypt data which may be decrypted by another node nodes or devices of the network may generate and utilize a 
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numerical value , also referred to herein as a “ density " value , FIG . 10 illustrates a flowchart illustrating one method 
of the available or consumed resources of the devices of the 1000 for distribution of network resources among nodes of 
network to manage sharing of resources among the nodes . a cloudless network based on a density value of node 
FIG . 9A illustrates the distribution of network resources resources in accordance with one embodiment . The opera 
among nodes of a cloudless network based on a density 5 tions of the method 1000 of FIG . 10 may be performed by 
value of node resources in accordance with one embodi- a node of the network , such as node C 906 of the network 
ment . The components of the network environment 900 of environment 900 of FIG . 9A . In some implementations , one 
FIG . 9A are the same or similar to those described above . In or more of the operations may be performed by multiple 
particular , FIG . 9A includes a cloudless network of com- nodes of the cloudless network , including being performed 
puting devices 908 interconnected as described above and 10 by a node of the network dedicated to management of 
including node device A 902 , node device B 904 , and node network resources among the nodes or other computing 
device C 906 , one or all of which may be a node device as devices . The operations may be performed through execu 
described above . The node devices 902 to 906 may be in tion of a service or application by the nodes of the network 
communication with the cloudless network of device 908 which may communicate with other executed services to 
and / or each other , either through a wired or wireless con- 15 manage the sharing of resources of the nodes . 
nection . In addition , one or more personal computing Beginning in operation 1002 , a density value for device 
devices 914 to 918 may be in communication with one or resources of a target node of the network may be obtained 
more of the node devices 902 to 906 , either through a wired or generated . For example and returning to the example of 
or wireless connection . The nodes 902-906 and / or personal FIG . 9A , personal computing device 918 may request ser 
computing devices 914 to 918 may register with the cloud- 20 vice A 910 from node C 906 such that node C may be 
less network 908 and receive a unique device identifier via referred to as the “ target device ” or “ target node ” for which 
the methods described above and may encrypt communica- resources of other nodes may be needed to provide the 
tions and / or data via encryption keys as described above . requested service . To determine the density value for node C 
As illustrated in the network environment 900 , node A 906 , available device resources of the target device may be 

902 may have an instance of service A 910 installed on the 25 determined or obtained . For example , node C 906 may have 
node for availability to personal computing devices , such as particular resources for operating as a node in the network , 
mobile phone 914 , to receive the associated service . For such as one or more processors , memory storage space , open 
example , service A910 may include a security service for an communication ports , etc. Portions of the resources may be 
application executed on the personal computing device 914 consumed by applications and / or services executed on the 
to encrypt data , generate and provide encryption keys , or 30 target node , such as an amount of memory space used for a 
provide other types of security features . Similarly , node C particular service , consumption of a processing pipeline of 
906 may have an instance of service B 912 installed on the the node , and the like . Thus , one or more portions of 
node and available to personal computing devices 916. For available ( or free ) resources of the node 916 not allocated to 
example , service B 912 may be a service to provide multi- other services or being used by services and / or applications 
media content to personal computing devices 916 via an 35 may be determined , such as available processing speed , 
application executing on the personal devices . Service B 912 available memory space , available communication ports , 
may therefore provide Domain Name Server ( DNS ) ser- available bandwidth , and the like . As should be appreciated , 
vices , manage communications with content providers , the more services and / or applications stored on and executed 
cache multimedia content , and the like . In general , however , by the node 906 may reduce the available resources of the 
the services 910 , 912 installed on the respective nodes of the 40 node device , while fewer stored services may increase the 
network 908 may provide any network service to connected available resources of the device . 
devices 914 to 918 . The measurements of available resources from the node 

In one instance , personal computing device 918 may device 906 may be combined and converted into a density 
connect or register with node C 906 to access services value via an algorithm , process , calculation , and the like . For 
available from the cloudless network 908 , via the registra- 45 example , it may be determined that node C 906 has 100 
tion process described above or by providing a previously Gigabyte per second of processing speed available , 10 
registered personal computing device identifier . Once con- Gigabyte of memory space , and four communication ports 
nected to the cloudless network of devices 908 , an applica- available or otherwise not being consumed by services 
tion executed on the personal computing device 918 may and / or applications of the device . Each of these measure 
request a particular service from the network . In one 50 ments may be converted into a relative value and combined 
example , the requested service may be service A 910. Node to provide an overall density score or value for the node 906 . 
C 906 may determine , in response to the request , that service The conversion of available measurement values into a 
A 910 is not installed on the node to provide the service to density value for the device may take many forms or 
the requesting device and may begin a process of down- algorithms . Regardless of the particular formula , algorithm , 
loading , from the devices of the cloudless network 908 , the 55 or process used to calculate the density value for the node 
service for execution on node C 906. However , service B 906 , the density value indicates the available resources 
912 may consume a large amount of the resources of node ( compute , storage , and / or network ) of the node device 906 
C 906 such that node C may not have enough available that may be shared with other nodes of the network . In this 
resources ( storage space , processing speed , etc. ) to down- manner , the density value calculated or otherwise deter 
load and execute the requested service . In this circumstance , 60 mined for a node of the network may be used to manage 
node C 906 may utilize resources from other nodes of the sharing of resources among the devices of the network . 
network to provide the requested service to the personal In one particular implementation , one or more nodes of 
device 918. In one particular example , a density value the network may obtain its own measurements of the avail 
indicating or otherwise associated with available node able resources of the corresponding device and provide the 
resources may be associated with one or more nodes of the 65 measurements to another node for processing . The receiving 
network and may be used by node C 906 to determine the node may convert the received measurements of available 
sharing of resources among the nodes . resources into the density value for the respective nodes . In 
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some instances , calculation of the density value for the access a storage medium to determine if the requested 
nodes may be based on some or all received measurements . service is stored at the node or otherwise available for 
For example , the density value associated with a particular execution and use by the application of the personal com 
node may be generated based on the available resource puting device 918. If the requested service is available from 
measurements of other nodes of the network , such that nodes 5 the node 906 , the node may provide the personal device 
that have little to no available resources may be given a access to the service in operation 1010. However , if the node 
density value of zero while nodes with resources that are 906 does not include the service , the node ( or other com 
mostly available to share with other nodes may be given a puting device of the cloudless network ) may begin a process 
density value of ten . The available resource measurements of sharing resources among nodes of the network to obtain 
of each node may therefore be compared to this scale of zero 10 the service or otherwise make the service available to the 
to ten and a density value within the scale may be associated requesting device . 
with the nodes accordingly . Thus , the density values for the In one example , the node 906 receiving the request for the 
nodes of the network may be a relative value based on the service may determine the density value needed for the 
measured available resources for one or more nodes of the requested service in operation 1012. More particularly , each 
network that may establish a baseline for the range of 15 service available from the network may be associated with 
density values . In general , the density value associated with a particular density value needed to download and operate 
a node of the network may be any value that may be utilized the service . For example , a security service as described 
by the network to indicate available resources of the corre- above may be associated with a density value of three ( 3 ) 
sponding node . based on the processing , storage , and communication 

In operation 1004 , the density values for one or more node 20 requirements for executing the security service at the node 
devices of the network that neighbor the target node device 906. In another example , a multimedia service may be 
may be obtained or determined . some instances , the associated with a density value of eight ( 8 ) due to the large 
neighboring nodes to the target nodes may be any node in amount of memory storage , fast processing speed , and large 
direct logical communication ( e.g. , not via another node of communication bandwidth generally needed to provide a 
the network ) with the target node . In another instance , the 25 streaming multimedia presentation to a requesting device . In 
neighboring nodes of a target node may include all nodes general , any service deployed onto the cloudless network 
within a geographic region , such as all nodes within a 50 may be associated with a density value that indicates or is 
mile radius of the target node , regardless of the layer of the otherwise associated with device resources needed to 
nodes or the number of nodes between the target node and execute or otherwise provide the service to a requesting 
the other nodes . In still another instance , the neighboring 30 device . Returning to the above example , a density value for 
nodes may be nodes within the same fractal network or layer providing service A 910 to personal computing device 918 
within the cloudless network , as explained in more detail may be determined . In some instances , the density value 
above . In yet another instance , the neighboring nodes may associated with services of the network may be stored in a 
include any portion or all of the nodes of the cloudless database of information of services available from the 
network . For example , in the instance in which a node of the 35 cloudless network . 
network is dedicated to managing the sharing of resources of In operation 1014 , the density value of the target node 
the all or some of the nodes of the network , available ( such as node C 906 ) may be compared to the density value 
resource measurements for all or a large portion of the nodes of the requested service to determine if the node device has 
of the network may be obtained by the dedicated node . In enough resources available to download and operate the 
general , a neighboring node may include some density 40 requested service . Continuing the above example , it may be 
component or measurement , such as a time needed to determined that node C 906 has a density value of two 
transmit data between the target node and the neighbor node because service B 912 may consume a large percentage of 
( or latency between the devices ) , compute capacity , storage the resources of node C 906. Further , service A 910 may 
capacity , etc. or other measurement based on the efficiency have a density value requirement of four , such that node C 
of network communications , to limit the number of nodes in 45 906 does not have enough available resources to download 
the cloudless network that may be considered a neighboring and execute service A 910. If the density value of the target 
node to another node of the network . Each node may node device is less than the density value associated with the 
generate , receive , and / or store a neighboring node density requested service , one or more resources may be shared 
value for each neighboring node such that the target node among the nodes to free up resources in the targeted node . 
may determine which other nodes in the network qualify as 50 For example , in operation 1018 , unused services on the 
a neighbor and which do not for sharing resources . To target node may be migrated to one or more neighboring 
determine the density value for a neighboring node , the nodes ( or compressed or deleted and afterwards re - down 
target node may utilize the same algorithm as above to loaded ) to free up capacity within the target node to obtain 
determine its own density value . In this manner , a density the requested device . Returning to FIG . 9A , it may be 
value for any number of neighboring nodes of the cloudless 55 determined to migrate service B 912 from node C 906 to 
network may be obtained to aid in sharing of resources neighboring node B 904 , as shown in the environment 920 
among the nodes of the network . The density values of the of FIG . 9B . Following the migration of service B 924 to 
target node and / or the neighboring nodes may be stored for node B 904 , an instance of service A 922 may be down 
use in determining allocation of shared resources , loaded and executed at node C 906 for use by personal 
explained below . 60 computing device 918 , as explained in more detail below . 

In operation 1006 , the target node may receive a request The decision to migrate the service 912 to node B 904 
from a device , which may be a personal computing device , may be based on several factors . For example , the density 
for a service . For example , node C 906 may receive a request value associated with node B 904 may be determined and 
from an application executed on mobile phone 918 to compared to the density value associated with service B 912 
receive service A 910. The node 906 may determine , in 65 to ensure that the node has enough capacity to accept 
operation 1008 , if an instance of the requested service is migrated service B 912. In some instances , density values 
available from the node . For example , the node 906 may for all or some of the neighboring nodes of the target node 
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may be analyzed to determine those nodes with a density the service to personal device 916. In the particular example 
value high enough for migration of service B 912. In another in which service B 912 provides multimedia presentations to 
example , requesting device 916 may be in communication personal device 916 , the portion of the service that caches 
with more than one node of the network and a density value the multimedia presentation may be migrated to node B 
for each node may be used to determine which node of the 5 while the streaming component of the service remains on 
multiple nodes in communication with the requesting device node C 906. While this may introduce some lag in providing 
to which the service may be migrated . Another factor that the multimedia presentation to personal device 916 , the 
may be considered is a distance , such as a geographical migration of the caching portion of the service may free 
distance or a transmission distance , between the target node enough resources on node C 906 to allow for downloading 
and the node to which a service may be migrated . In general , 10 of service A 922 to node C. Further , service B 912 may be 
migration of a service to another node of the network may divided up into portions and migrated to multiple nodes of 
favor a shorter distance between the two nodes to reduce the the network , not necessarily a single node . Thus , first 
transmission strain on the network of device 908. Thus , portion of service B 912 may be migrated to node B 904 and 
neighboring nodes to the transmitting node may be ranked a second portion may be migrated to node A 902 , based on 
based on distance from the transmitting node to further 15 the above factors for migration of services between nodes . 
refine the selection of the node to which a service may be Further , service B 912 may remain available to personal 
migrated . Other factors , such as type of connections between computing devices 916,918 via node C 906 after migration . 
communicating nodes , number and type of personal com- In particular , the service may still be provided to the 
puting devices in communication with the available nodes , personal device 916 , 918 from node B 904 ( or other nodes 
types of services being migrated , and the like . In some 20 of the network ) with node C 96 operating as a switch or 
instances , the neighboring nodes may be ranked based on router for providing the service to the personal devices . 
these factors to determine a node to which a service may be Various factors may be considered in determining which 
migrated to free up resources on a target node and to increase node of the cloudless network may provide a service to a 
the density value associated with the target node . In still requesting device , such as transmission distance and density 
additional instances , each node of a layer may receive the 25 value . In another example , services may be purged from a 
service ( again based on the density of the nodes of the layer ) layer or node based on an elapsed time that the service has 
upon a request being received at one node of the layer . In this been stored at the node or layer . In this manner , the density 
implementation , the requesting device may be in commu- value of the services and / or the computing devices of the 
nication with other nodes of the layer such that the requested network may provide a generalized indication of available 
device may be provided by another node of the layer that has 30 resources within the nodes of the network for sharing and 
available density to host the requested service . providing resources to connected personal computing 

Returning to the method 1000 of FIG . 10 , the density devices . 
value for the target node device may be regenerated follow- The density values for the nodes of the cloudless network 
ing the migration of a service to a neighboring node in may also be used to expand the density of the network 
operation 1018. As services are migrated away from the 35 through addition of more nodes to the network . For example , 
target node to neighboring nodes , the available resources for the process described above for associating a layer value or 
the target node may be freed , increasing the density value identifier to a new node of the network may utilize a density 
calculation for that node . The regenerated density value for value of the nodes of the network to determine which layer 
the target node may again be compared to the density value a new node is assigned . The density value of any number of 
associated with the requested service in operation 1014 to 40 nodes in a target layer or any other layer may be taken into 
determine if the density value of the node is greater than or account when determining to which layer a node may be 
equal to the required density . The process of migrating assigned . In another example , a service may be executed on 
services from the target node to neighboring nodes may the network to monitor the density values of clusters of 
continue until the density value of the target node is greater related nodes , such as nodes in a defined group , nodes in a 
than or equal to the required density value of the requested 45 particular geographic region , nodes sharing particular ser 
service . Upon increasing the density value of the node above vices , and the like . The monitored density values may be 
the needed density value of the service , the requested service compared to a threshold density value for each node or for 
may be downloaded to the target node in operation 1016 and a group of nodes of the network . If the density values of the 
provided to the personal computing device in operation monitored nodes equals , exceeds , or otherwise indicates a 
1010. In one example , node C 906 may request and receive 50 lack of available resources in the group of nodes , additional 
service A922 from node A902 of the network as node A has nodes may be added to the group of nodes of the network . 
an instance of the service . However , node C 906 may receive In one instance , one or more inactive nodes of the cloudless 
an instance of service A922 from any node of the cloudless network may be activated and / or registered with the network 
network . In this manner , the density values of nodes and to add additional resources into the network to which 
services may be utilized by the network to share resources 55 services and / or applications may be migrated , as discussed 
among the nodes and ensure that requested services are above . For example , a service executed on the cloudless 
provided to personal computing devices in communication network may communicate with one or more inactive nodes 
with the cloudless network . and begin the process of registering or otherwise activating 

Although discussed above as migrating an entire service the inactive nodes with the network . Upon activation , one or 
from one node to another , partial migration to one or more 60 more services may be migrated to the newly activated nodes 
neighboring nodes may also be performed to free up to reduce the density value associated with one or more 
resources at the target node . For example , personal comput- nodes of the network . 
ing device 916 may continue to request service B 912 from In another instance , one or more mobile nodes may be 
node C 906 at the same time that personal computing device deployed to a geographic area or near a group of nodes of the 
918 requests access to service A 922. In response , portions 65 network based on the monitored density value associated 
of service B 924 may be migrated to node B 924 while other with nodes of the network . FIG . 11 is a schematic diagram 
portions of service B may remain on node C 906 to provide illustrating a network environment 1100 including deploy 
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ment of a mobile node 1102 onto the cloudless network in internal levels of cache ( not shown ) and a bus controller or a 
accordance with one embodiment . Many of the components bus interface unit to direct interaction with the processor bus 
of the network environment 1100 are similar to that 1212. Processor bus 1212 , also known as the host bus or the 
described above with reference to FIG . 9A , including net- front side bus , may be used to couple the processors 1202 
work of devices 908 that may include node A 902 , node B 5 1206 with the system interface 1214. System interface 1214 
904 , and node C 906. Similar to the description above , node may be connected to the processor bus 1212 to interface 
C 906 may receive a request from personal computing other components of the system 1200 with the processor bus 
device 918 for access to service A of the network . Through 1212. For example , system interface 1214 may include a 
the method 1000 of FIG . 10 , it may be determined that the memory controller 1214 for interfacing a main memory 
density value of node C 906 indicates that the resources of 10 1216 with the processor bus 1212. The main memory 1216 
node C are insufficient to download and install service A. In typically includes one or more memory cards and a control 
response , service B 912 may be migrated from node C 906 circuit ( not shown ) . System interface 1214 may also include 
to another node of the cloudless network , such as node B an input / output ( 1/0 ) interface 1220 to interface one or more 
904. Alternatively or in addition to migration of service B I / O bridges or I / O devices with the processor bus 1212. One 
912 , a mobile node 1102 may be deployed into a geographic 15 or more I / O controllers and / or I / O devices may be connected 
area near node C 906 in response to the determination that with the I / O bus 1226 , such as I / O controller 1228 and I / O 
the density values of nodes near node C exceed a threshold device 1230 , as illustrated . 
value . In other words , the network may determine , utilizing I / O device 1230 may also include an input device ( not 
the density values of nodes , areas of the network in which shown ) , such as an alphanumeric input device , including 
available resources may not support additional requests for 20 alphanumeric and other keys for communicating informa 
applications or otherwise indicates a lack of needed tion and / or command selections to the processors 1202 
resources . The mobile node 1102 may be deployed into the 1206. Another type of user input device includes cursor 
area near node C 906 to provide additional resources to the control , such as a mouse , a trackball , or cursor direction keys 
network in the vicinity of node C. The mobile node 1102 for communicating direction information and command 
may be deployed without services installed on the device or 25 selections to the processors 1202-1206 and for controlling 
may be pre - installed with services known to have been cursor movement on the display device . 
requested in the area of node C 906 , such as service A 1104 . System 1200 may include a dynamic storage device , 
Regardless of the installed services , mobile node 1102 may referred to as main memory 1216 , or a random access 
be deployed to add resources into a portion of the network memory ( RAM ) or other computer - readable devices coupled 
and lower the overall density value for the nodes of the area . 30 to the processor bus 1212 for storing information and 

In many instances , the mobile node will be provided by a instructions to be executed by the processors 1202-1206 . 
mobile computing device , such as a smart phone or the like , Main memory 1216 also may be used for storing temporary 
that includes a level of computing power , storage and variables or other intermediate information during execution 
communication capabilities . In other instances , the mobile of instructions by the processors 1202-1206 . System 1200 
node will be provided by a server or other computing device . 35 may include a read only memory ( ROM ) and / or other static 
In yet other e instances , the mobile node 1102 may be a storage device coupled to the processor bus 1212 for storing 
computing device integrated with a mobile platform . For static information and instructions for the processors 1202 
example , mobile node 1102 may include a node device along 1206. The system set forth in FIG . 12 is but one possible 
with a vehicle , a flying drone , a balloon - type conveyance , example of a computer system that may employ or be 
and the like . The mobile node 1102 may , in some instances , 40 configured in accordance with aspects of the present disclo 
be solar - powered to provide power to the node device and / or 
the mobile platform . The mobile node 1102 may be manned According to one embodiment , the above techniques may 
or unmanned and a general geographic destination location be performed by computer system 1200 in response to 
for the mobile node 1102 may be generated and provided to processor 1204 executing one or more sequences of one or 
the mobile node . An operator of a manned mobile nodes 45 more instructions contained in main memory 1216. These 
1102 may receive the destination location and control the instructions may be read into main memory 1216 from 
mobile node to the destination . Unmanned mobile nodes another machine - readable medium , such as a storage device . 
1102 may receive the destination and autonomously navi- Execution of the sequences of instructions contained in main 
gate to the received destination . Mobile nodes 1102 arriving memory 1216 may cause processors 1202-1206 to perform 
in an area may register / authenticate in a similar manner as 50 the process steps described herein . In alternative embodi 
described above and , once registered with the network , may ments , circuitry may be used in place of or in combination 
operate as a node of the network . In one implementation , with the software instructions . Thus , embodiments of the 
personal computing device 918 may be instructed to com- present disclosure may include both hardware and software 
municate with mobile node 1102 to receive service A 1104 components . 
if service B 912 cannot be migrated from node C 906. The 55 A machine readable medium includes any mechanism for 
deployment of mobile nodes 902 into the network in storing or transmitting information in a form ( e.g. , software , 
response to density values of the nodes may improve the processing application ) readable by a machine ( e.g. , a com 
reliability of the cloudless network , response time for pro- puter ) . Such media may take the form of , but is not limited 
viding services , and the geographic footprint of the network . to , non - volatile media and volatile media and may include 
FIG . 12 is a block diagram illustrating an example of a 60 removable data storage media , non - removable data storage 

computing device or computer system 1200 which may be media , and / or external storage devices made available via a 
used in implementing the embodiments of the components wired or wireless network architecture with such computer 
of the network disclosed above . For example , the computing program products , including one or more database manage 
system 1200 of FIG . 12 may be the node device 200 of ment products , web server products , application server prod 
personal computing device 106 discussed above . The com- 65 ucts , and / or other additional software components . 
puter system ( system ) includes one or more processors Examples of removable data storage media include Compact 
1202-1206 . Processors 1202-1206 may include one or more Disc Read - Only Memory ( CD - ROM ) , Digital Versatile Disc 

a 

sure . 

a 

a 



US 11,496,448 B2 
41 42 

Read - Only Memory ( DVD - ROM ) , magneto - optical disks , Moreover , various features are described which may be 
flash drives , and the like . Examples of non - removable data exhibited by some embodiments and not by others . 
storage media include internal magnetic hard disks , SSDs , Various modifications and additions can be made to the 
and the like . The one or more memory devices 606 may exemplary embodiments discussed without departing from 
include volatile memory ( e.g. , dynamic random access 5 the scope of the description . For example , while the embodi 
memory ( DRAM ) , static random access memory ( SRAM ) , ments described above refer to particular features , the scope 
etc. ) and / or non - volatile memory ( e.g. , read - only memory of this invention also includes embodiments having different 
( ROM ) , flash memory , etc. ) . combinations of features and embodiments that do not 
Computer program products containing mechanisms to include all of the described features . Accordingly , the scope 

effectuate the systems and methods in accordance with the 10 of the present description is intended to embrace all such 
presently described technology may reside in main memory alternatives , modifications , and variations together with all 
816 , which may be referred to as machine - readable media . equivalents thereof . 
It will be appreciated that machine - readable media may The terms used in this specification generally have their 
include any tangible non - transitory medium that is capable ordinary meanings in the art , within the context of the 
of storing or encoding instructions to perform any one or 15 disclosure , and in the specific context where each term is 
more of the operations of the present disclosure for execu- used . Alternative language and synonyms may be used for 
tion by a machine or that is capable of storing or encoding any one or more of the terms discussed herein , and no 
data structures and / or modules utilized by or associated with special significance should be placed upon whether or not a 
such instructions . Machine - readable media may include a term is elaborated or discussed herein . In some cases , 
single medium or multiple media ( e.g. , a centralized or 20 synonyms for certain terms are provided . A recital of one or 
distributed database , and / or associated caches and servers ) more synonyms does not exclude the use of other synonyms . 
that store the one or more executable instructions or data The use of examples anywhere in this specification includ 
structures . ing examples of any terms discussed herein is illustrative 

Embodiments of the present disclosure include various only , and is not intended to further limit the scope and 
steps , which are described in this specification . The steps 25 meaning of the disclosure or of any example term . Likewise , 
may be performed by hardware components or may be the disclosure is not limited to various embodiments given 
embodied in machine - executable instructions , which may be in this specification . 
used to cause a general - purpose or special - purpose proces 
sor programmed with the instructions to perform the steps . We claim : 
Alternatively , the steps may be performed by a combination 30 1. A method for securing a network communication , the 
of hardware , software and / or firmware . method comprising : 

While the present disclosure has been described with identifying , based on a request for an encryption key 
reference to various implementations , it will be understood received from a first computing device of an intercon 
that these implementations are illustrative and that the scope nected network of computing devices , a random selec 
of the disclosure is not limited to them . Many variations , 35 tion of multiple nodes of the interconnected network of 
modifications , additions , and improvements are possible . computing devices from which random entropic digital 
More generally , implementations in accordance with the data is obtained , the multiple nodes located in geo 
present disclosure have been described in the context of graphically diverse environments ; 
particular implementations . Functionality may be separated randomly selecting , from the multiple nodes of the inter 
or combined in blocks differently in various embodiments of 40 connected network of computing devices , multiple 
the disclosure or described with different terminology . These types of the random entropic digital data , the random 
and other variations , modifications , additions , and improve- entropic digital data acquired by a plurality of sensors 
ments may fall within the scope of the disclosure as defined each associated with at least one of the multiple nodes 
in the claims that follow . of the interconnected network ; 

Various embodiments of the disclosure are discussed in 45 translating , by a security service of the interconnected 
detail above . While specific implementations are discussed , network of computing devices , the entropic digital data 
it should be understood that this is done for illustration into a sequence of prime number values ; 
purposes only . A person skilled in the relevant art will converting , utilizing a repeatable hashing technique 
recognize that other components and configurations may be executed by the security service , the sequence of prime 
used without parting from the spirit and scope of the 50 number values into an encryption key value ; 
disclosure . Thus , the preceding description and drawings are storing at least a portion of the encryption key value at the 
illustrative and are not to be construed as limiting . Numer- first computing device of the interconnected network of 
ous specific details are described to provide a thorough computing devices ; and 
understanding of the disclosure . However , in certain encrypting , by a second computing device of the inter 
instances , well - known or conventional details are not 55 connected network of devices and using the encryption 
described in order to avoid obscuring the description . key value , a communication associated with the second 

References to one or an embodiment in the present computing device , the first computing device decrypt 
disclosure can be references to the same embodiment or any ing the encrypted communication utilizing the portion 
embodiment ; and , such references mean at least one of the of the encryption key value . 
embodiments . Reference to " one embodiment ” or “ an 60 2. The method of claim 1 wherein the random entropic 
embodiment ” means that a particular feature , structure , or digital data comprises a measurement of an environmental 
characteristic described in connection with the embodiment condition of a corresponding node of the interconnected 
is included in at least one embodiment of the disclosure . The network of computing devices , the plurality of sensors 
appearances of the phrase " in one embodiment ” in various comprising at least one of a temperature sensor , a humidity 
places in the specification are not necessarily all referring to 65 sensor , an atmospheric sensor , a light sensor , or a sound 
the same embodiment , nor are separate or alternative sensor in communication with a corresponding node of the 
embodiments mutually exclusive of other embodiments . interconnected network of computing devices . 



5 

10 

15 

25 

30 

US 11,496,448 B2 
43 44 

3. The method of claim 2 wherein the measurement of the 10. The system of claim 7 wherein the plurality of node 
environmental condition comprises at least one of a tem- devices is a portion of the cloudless infrastructure of com 
perature , a humidity , an atmospheric pressure , a light , or a puting devices and the first computing device selects the 
sound measurement from an environment near the corre- plurality of node devices from the cloudless infrastructure of 
sponding node . computing devices . 

4. The method of claim 1 wherein the random entropic 11. A method for securing a network communication , the 
digital data comprises a bio - measurement associated with a method comprising : 
user of a corresponding node of the interconnected network randomly selecting multiple nodes from an intercon 
of computing devices , the bio - measurement comprising at nected network of computing devices ; 
least one of a body temperature , a heart rate , or a count of obtaining , from the randomly selected multiple nodes , 
accumulated steps taken by the user in a time period . random entropic digital data acquired by a plurality of 

5. The method of claim 4 wherein the plurality of sensors sensors each associated with at least one of the multiple 
comprises a wearable sensor device to obtain the bio nodes of the interconnected network , the random 
measurement associated with the user . entropic digital data from a randomly selected type of 

6. The method of claim 1 wherein the encryption key entropic digital data ; 
value comprises a public encryption key and a private translating , by a security service of the interconnected 
encryption key , the portion of the encryption key value network of computing devices , the entropic digital data 
stored at the first computing device comprising the public into a sequence of prime number values ; 
encryption key and the private encryption key stored at the 20 converting , utilizing a repeatable hashing technique 
second computing device , the first computing device executed by the security service , the sequence of prime 
decrypting the communication using the public encryption number values into an encryption key value ; 
key . storing at least a portion of the encryption key value at a 

7. A system for securely operating an interconnected first computing device of the interconnected network of 
network of computing devices , the system comprising : computing devices , and 

a plurality of node devices interconnected in a cloudless encrypting , by a second computing device of the inter 
infrastructure , each of the plurality of node devices connected network of devices and using the encryption 
located in geographically diverse environments from key value , a communication associated with the second 
the other of the plurality of node devices and each computing device , the first computing device decrypt 
comprising ing the encrypted communication utilizing the portion 
one or more sensors to obtain entropic digital data of the encryption key value . 

associated with a corresponding node device of the 12. The method of claim 11 wherein the random entropic 
plurality of node devices ; digital data comprises a measurement of an environmental 

a processor ; and condition of a corresponding node of the interconnected 
a memory comprising instructions that , when executed , 35 network of computing devices , the measurement of the 

cause the processor to : environmental condition comprising at least one of a tem 
identify , based on a request for an encryption key perature , a humidity , an atmospheric pressure , a light , or a 

received from a first computing device associated sound measurement from an environment near the corre 
with the cloudless infrastructure , a type of the sponding node . 
entropic digital data ; 13. The method of claim 12 wherein the plurality of 

obtain , from the one or more sensors , the type of sensors comprises a temperature sensor , a humidity sensor , 
entropic digital data ; and an atmospheric sensor , a light sensor , or a sound sensor in 

transmit the type of entropic digital data to the first communication with the corresponding node of the inter 
computing device , wherein the first computing connected network of computing devices . 
device : 14. The method of claim 11 wherein the random entropic 

randomly selects each of the plurality of node devices of digital data comprises a bio - measurement associated with a 
the cloudless infrastructure and the type of entropic user of a corresponding node of the interconnected network 
digital data ; of computing devices , the bio - measurement comprising at 

receives , from each of the randomly selected plurality of least one of a body temperature , a heart rate , or a count of 
node devices of the cloudless infrastructure , random 50 accumulated steps taken by the user in a time period . 
entropic digital data , a portion of which corresponds to 15. The method of claim 14 wherein the plurality of 
the type of entropic digital data ; sensors comprises a wearable sensor device to obtain the 

converts , utilizing a repeatable hashing technique bio - measurement associated with the user . 
executed by the first computing device , the random 16. The method of claim 11 , further comprising : 
entropic digital data into an encryption key value ; and 55 accessing an entropic data database in communication 

encrypts a communication using the encryption key value . with the interconnected network of computing devices 
8. The system of claim 7 wherein the one or more sensors to obtain the random entropic digital data . 

comprise a temperature sensor , a humidity sensor , an atmo- 17. The method of claim 11 wherein the encryption key 
spheric sensor , a light sensor , or a sound sensor , the type of value comprises a public encryption key and a private 
entropic digital data comprising a measurement at least one 60 encryption key , the portion of the encryption key value 
of a temperature , a humidity , an atmospheric pressure , a stored at the first computing device comprising the public 
light , or a sound measurement . encryption key and the private encryption key stored at the 

9. The system of claim 7 wherein a one of the plurality of second computing device . 
node devices receives , from a wearable sensor device in 18. The method of claim 11 , further comprising : 
communication with the one of the plurality of node devices , 65 transmitting , based on a request for the encryption key 
a bio - measurement , the type of entropic digital data com value , the security service to the second computing 
prising the bio - measurement . device for execution by the second computing device . 
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19. The method of claim 11 wherein the security service 

is executed by a node of the interconnected network of 
computing devices , the method further comprising transmit 
ting , from the node and to the second computing device , the 
encryption key value . 5 


